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ABSTRACT

Mixed reality visualizations provide a powerful new approach for
enabling gestural capabilities for non-humanoid robots. This paper
explores two different categories of mixed-reality deictic gestures
for armless robots: a virtual arrow positioned over a target refer-
ent (a non-ego-sensitive allocentric gesture) and a virtual arrow
positioned over the robot (an ego-sensitive allocentric gesture). We
explore the trade-offs between these two types of gestures, with
respect to both objective performance and subjective social percep-
tions. We conducted a 24-participant within-subjects experiment in
which a HoloLens-wearing participant interacted with a robot that
used these two types of gestures to refer to objects at two different
distances. Our results demonstrate a clear trade-off between perfor-
mance and social perception: non-ego-sensitive allocentric gestures
led to quicker reaction time and higher accuracy, but ego-sensitive
gesture led to higher perceived social presence, anthropomorphism,
and likability. These results present a challenging design decision
to creators of mixed reality robotic systems.
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1 INTRODUCTION

For robots to be able to communicate effectively with humans they
must be able to engage in natural, human-like human-robot dia-
logue [7, 21, 30]. In contrast to the dialogue agents and chatbots
developed in the field of natural language processing, interactive
robots must be able to communicate with increased sensitivity to
their situated context [21, 34]. We have argued across our work that
this requires three broad competencies: environmental context sensi-
tivity (sensitivity to the spatially situated, large-scale, uncertain, and
incompletely known nature of realistic task environments [39]);
cognitive context sensitivity (sensitivity to the working memory

and attentional constraints of realistic teammates [40]); and so-
cial context sensitivity (sensitivity to the relational context into
which they are embedded, and the importance of strengthening
and maintaining social relationships through adherence to social
and moral norms [18, 42] and active maintenance and repair of
trust and rapport [13, 16, 25]).

Critically, for these three competencies to be mastered, robots
must be able not only to understand and generate appropriate
verbal behavior, but also to understand and generate appropri-
ate accompanying nonverbal behaviors such as gesture and eye
gaze. Not only are nonverbal behaviors critical for situated interac-
tion [2, 12, 14, 23], but it is integrally related to each of these three
competencies. Deictic gestures such as pointing inherently leverage
environmental context by identifying nearby referents (typically,
cp. [31]), especially when such referents are not currently known
or attended to by interlocutors; these gestures are often made due
to cognitive context, in order to direct interlocutor attention [19]
and reduce memory costs that would be imposed by communica-
tion [10, 23]; and gestures are often generated in ways that mimic
those of interlocutors, in order to increase engagement and build
rapport through mirroring [6]. As such it is no surprise that roboti-
cists have been seeking to enable nonverbal competence to reap
these same benefits [1, 4, 5, 24, 27-29]

Unfortunately generation of human-like gestures and eye gaze
are not available to all robots due to differences in morphology;
many if not most robotic platforms lack the arms, heads, and eyes
needed to generate expressive cues. This is especially true for mo-
bile bases such as those used in warehouses, and free-flying drone
platforms. While these types of robots may not be designed to be
sociable, they still need gaze- and gestural-capabilities to communi-
cate about objects with teammates. Accordingly, researchers have
been investigating new methods for nonverbal signalling (e.g., di-
rected lighting cues) that may achieve the same communicative
goals typically addressed by physical gaze and gesture [9, 32].
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Mixed-reality technologies such as the Microsoft HoloLens stand
to enable exciting new approaches for generating gaze and gestural
cues in this vein for robots with non-humanoid morphologies. The
space of visualizations used as mixed-reality deictic gestures (which
can altogether be classified as view-augmenting mixed reality inter-
action design elements in the Reality-Virtuality Interaction Cube
framework of Williams, Szafir, and Chakraborti [41]) can be divided
into at least five primary classes: allocentric gestures (e.g., circling
a target referent in a user’s augmented reality head-mounted dis-
play (AR-HMD)), perspective-free gestures (e.g., projecting a circle
around a target referent on the floor of the shared environment),
ego-sensitive allocentric gestures (e.g., pointing to a target referent
using a simulated arm rendered in a user’s AR HMD), and ego-
sensitive perspective-free gestures (e.g., projecting a line from the
robot to its target on the floor of the shared environment Williams
et al. [43]. In previous work, Williams et al. specifically investigated
the first of these categories, allocentric gestures, and demonstrated
that such mixed-reality gestures can significantly increase the com-
municative effectiveness of non-humanoid robots [35, 37, 38].

One downside of these previous explorations of allocentric ges-
ture is the low ecological validity of the context in which they were
assessed, with crowdworkers viewing interactive videos simulating
the expected appearance of such gestures. One consequence of this
is that participants in those previous experiments had full field-
of-view and viewed the entire experimental environment through
an unchanging vantage point. In realistic task contexts, users are
unlikely to be able to view their entire task environment from a
single perspective, and mixed reality deictic gestures must be deliv-
ered through platforms like the HoloLens, which severely restrict
the portion of the environment in which such gestures can be dis-
played. We predict that in even moderately larger task contexts,
these factors will result in users completely directing their field of
view towards the regions in which mixed-reality deictic gestures
are being displayed, and will be able to completely avoid directing
their visual attention back towards the non-humanoid robot who is
generating those visualizations in the first place. We further predict
that this lack of attention towards the robot could have detrimental
long-term effects on human-robot teaming, such as decreased trust,
rapport, and situation awareness.

These challenges may be addressable by another form of mixed
reality deictic gesture highlighted in Williams et al. [43]’s taxonomy:
ego-sensitive allocentric gestures, in which simulated arms are
rendered above the non-humanoid robot, and used to point at target
referents just as physical arms would [see, e.g., 15]. We would expect
the use of such arms to increase the robot’s anthropomorphism, and
because users would need to consistently look towards the robot
to see where it is pointing, it would likely also enjoy increased
social presence, potentially preventing against the aforementioned
predicted long-term consequences of non-ego-sensitive allocentric
gesture.

On the other hand, ego-sensitive allocentric gestures may come
with their own challenges. Specifically, because users will need to
follow the vector along which the robot is pointing, and estimate
for themselves which objects fall within the robot’s deictic cone,
they may be less accurate and efficient at determining the targets
of these gestures, especially when target referents are far from the
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robot (the very context in which ego-sensitive allocentric gestures
are expected to provide social benefits).

In this paper, we present an experiment to systematically evalu-
ate these expected differences in social- and task-oriented benefits
between ego-sensitive and non-ego-sensitive forms of allocentric
gesture, as well as the impact of target distance on these differ-
ences. The remainder of the paper proceeds as follows: in Section 2
we formally define our experimental hypotheses; in Section 3 we
describe the design of a human-subject experiment designed to
analyze those hypotheses; in Section 4 we present the results of
that experiment; and in Section 5 we discuss our results and suggest
directions for future work.

2 HYPOTHESES

Our experiment assesses two key hypotheses:

H1: We hypothesized that a robot that uses non-ego-sensitive
allocentric gestures (i.e., arrows drawn over target referents)
when referring to target referents will:

(H1.1) be more effective than a robot using ego-sensitive
allocentric gestures (i.e., pointing using virtual arms) as mea-
sured by (1) accuracy and (2) reaction time, and

(H1.2) that these benefits would be more pronounced for
objects farther away from the robot.

H2: We hypothesized that a robot that uses non-ego-sensitive
allocentric gestures (i.e., arrows drawn over target referents)
when referring to target referents will:

(H2.1) have lower social perception than a robot using ego-
sensitive allocentric gestures (i.e., pointing using virtual
arms) as measured by (1) social presence, (2) anthropomor-
phism, (3) likability, (4) warmth, and (5) perceived compe-
tence

(H2.2) that these detriments would be more pronounced for
objects farther away from the robot.

3 EXPERIMENT

To test these hypotheses, we designed a within-subjects human-
subject study in which HoloLens-equipped participants interacted
with a mobile robot that used two types of mixed-reality deictic
gestures. All aspects of our experimental design received IRB ap-
proval.

3.1 Task Design

In each trial, participant interacted with a Kabuki Turtlebot (Fig. 1)
who was positioned three meters away from the participant. Affixed
to the top of the Turtlebot was an AR Cube: a small cardboard cube
with fiducial markers on each face of the cube.

Each participant was given a Microsoft HoloLens to wear. When
viewing the scene through the HoloLens, participant was able to
perceive a row of three spheres (red, green, and blue) hovering a
half-meter above the ground, between the subject and the Turtlebot.
During each experimental block, the Turtlebot gestures to one of
these balls, and the participant was required to air-click on it using a
HoloLens-recognized gesture. This pattern was repeated ten times,
with the Turtlebot gesturing towards a randomly selected ball in
each of the ten trials within the block.
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Figure 1: Robot arm gesturing to holographic sphere (Not in
experimental environment).

3.2 Experimental Design

Each participant participated in four order-counterbalanced blocks
of interactions with the mobile robot, with each block correspond-
ing with a different setting of two two-level independent variables.

Our first independent variable was gesture type. In two of the four
within-subject blocks, (the arm conditions), the robot with which
participants interacted gestured toward the spheres using an ego-
sensitive allocentric gesture: a virtual arm was visible on top of the
robot, as shown in Fig. 1, which reached out and pointed towards
each target sphere within the block. In the other two within-subject
blocks, (the arrow conditions), the robot with which participants
interacted gestured toward the spheres using a non-ego-sensitive
allocentric gesture: an arrow appeared over each target sphere
within the block.

Our second independent variable was target distance. In two of
the four within-subject blocks, (the close conditions), the spheres
were positioned approximately one meter from the robot and two
meters from the human. In the other two within-subject blocks,
(the far conditions), the spheres were positioned approximately
two meters from the robot and one meter from the human.

Each participant participated in four ten-trial blocks, each as-
sociated with a different combination of these two two-level in-
dependent variables, with block ordering counterbalanced across
participants.

3.3 Measures

This experimental design was used to assess the impact of our two
independent variables on seven dependent variables, assessed using
the following measures.

3.3.1 Objective Measures. Our first hypothesis was assessed using
two objective measures:

Accuracy was measured as the proportion of objects in each trial
that the user correctly selected.

Reaction Time was measured as the time (in seconds) it took
for the user to select an object after the Turtlebot’s gesture had
completed.
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3.3.2  Subjective Measures. Our second hypothesis was assessed us-
ing five sets of survey questions administered after each experiment
block. Each set of survey questions was a Likert scale comprised of
5-6 Likert items, each of which asked for agreement or disagreement
with a statement on a 1-5 scale.

Social Presence was measured using the Almere Social Presence
scale [17].

Anthropomorphism was measured using the Godspeed II An-
thropomorphism scale [3].

Likeability was measured using the Godspeed II Likeability scale [3].
Warmth was measured using the RoOSAS Warmth scale [8].
Competence was measured using the RoOSAS Competence scale [8].

3.4 Procedure

Participants were recruited on campus through web postings and
flyers. Upon arriving and providing informed consent and demo-
graphic information, participants were introduced to the TurtleBot
and the HoloLens. Participants then ran through all four exper-
iment blocks through a single HoloLens application. At the end
of each experiment block, this application instructed participants
to remove the headset and adjourn to a nearby survey table to
complete the subjective questionnaires; at the end of each survey,
participants returned to the HoloLens. This cycle repeated until the
experiment completed.

3.5 Participants

24 participants were recruited (14 M, 10 F), ranging in age from 18
to 52 (M=22.46, SD=7.86). 20 of the 24 had not previously engaged
in any experiments from our laboratory involving mixed reality.

3.6 Analysis

Data analysis was performed within a Bayesian analysis framework
using the JASP 0.8.5.1 [33] software package, using the default
settings as justified by Wagenmakers et al. [36]. For each measure,
a Bayesian repeated measures analysis of variance [11, 22, 26] was
performed, using gesture type and target distance as random factors.
Baws factors [20] were then computed for each candidate main
effect and interaction, indicating (in the form of a Bayes Factor) for
that effect the evidence weight of all candidate models including
that effect compared to the evidence weight of all candidate models
not including that effect, i.e.

ZmeM|eem P(m|data)
Zm€M|e¢m P(m|data)’

where e is an effect under consideration, and m is a candidate model
in the space of candidate models M.

4 RESULTS
4.1 Hypothesis One

We hypothesized that a robot that uses non-ego-sensitive allocentric
gestures (i.e., arrows drawn over target referents) when referring
to target referents will: (H1.1) be more effective than a robot using
ego-sensitive allocentric gestures (i.e., pointing using virtual arms)
as measured by (1) accuracy and (2) reaction time, and (H1.2) that
these benefits would be more pronounced for objects farther away
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Figure 2: Objective Results

from the robot. We will thus separately assess this hypothesis for
accuracy and for reaction time.

4.1.1  Accuracy. Our results provided strong evidence in favor of an
effect of gesture type on accuracy (Bf 16.376)!, as shown in Fig. 2a,
suggesting specifically that when non-ego-sensitive allocentric ges-
tures were used, participants had higher accuracy rates. However,
anecodtal evidence was found against an interaction effect between
gesture type and referent distance on accuracy (Bf 2.41).

4.1.2  Reaction time. Our results provided strong evidence in favor
of an effect of gesture type on reaction time (Bf 22.264), as shown
in Fig. 2b, suggesting specifically that when non-ego-sensitive allo-
centric gestures were used, participants had faster reaction times.
However, anecodtal evidence was found against an interaction ef-
fect between gesture type and referent distance on reaction time
(Bf 1.98).

Overall these results support Hypothesis H1.1 but fail to support
Hypothesis H1.2.

4.2 Hypothesis Two

We hypothesized that a robot that uses non-ego-sensitive allocentric
gestures (i.e., arrows drawn over target referents) when referring to
target referents will: (H2.1) be have lower social perception than a
robot using ego-sensitive allocentric gestures (i.e., pointing using
virtual arms) as measured by (1) social presence, (2) anthropomor-
phism, (3) likability, (4) warmth, and (5) perceived competence, and
(H2.2) that these detriments would be more pronounced for objects
farther away from the robot. We will thus separately assess this
hypothesis for each of these subjective measures.

4.2.1 Social Presence. Our results provided extreme evidence in
favor of an effect of gesture type on social presence (Bf 440.332),
as shown in Fig. 3a, suggesting specifically that when non-ego-
sensitive allocentric gestures were used, participants viewed the ro-
bot as having lower social presence. However, our results provided
no significant evidence for or against of an interaction between
gesture type and target distance on social presence, suggesting that
more data must be collected before a conclusion can be reached.

10ur Bayes Factor of 16.376 suggests that our data were 16 times more likely to be
generated under models in which gesture type is included than under those in which
it is not.

Visual inspection of Fig. 3a suggests that it is entirely plausible that
it is in fact when objects were close to the the robot that the arm
achieved greater social presence; a surprising finding that would
warrant further consideration if additional evidence were to reveal
a statistically significant effect.

4.2.2  Anthropomorphism. Our results provided strong evidence
in favor of an effect of gesture type on anthropomorphism (Bf
6026.6), as shown in Fig. 3b, suggesting specifically that when non-
ego-sensitive allocentric gestures were used, participants viewed
the robot as having lower anthropomorphism. However, moderate
evidence was found against an interaction effect between gesture
type and referent distance on perceived anthropomorphism (Bf
3.32).

4.2.3  Likability. Our results provided moderate evidence in favor
of an effect of gesture type on likability (Bf 6.145), as shown in
Fig. 3c, suggesting specifically that when non-ego-sensitive allo-
centric gestures were used, participants viewed the robot as having
lower likability. However, moderate evidence was found against an
interaction effect between gesture type and referent distance on
perceived likability (Bf 3.13).

4.2.4  Warmth. Our results provided no significant evidence for
or against of an effect of gesture type on warmth (Bf 1.567), as
shown in Fig. 3d, suggesting that more data must be collected
before a conclusion can be reached. Moreover, moderate evidence
was found against an interaction effect between gesture type and
referent distance on perceived warmth (Bf 3.05).

4.2.5 Competence. Our results provided no significant evidence
for or against of an effect of gesture type on competence (Bf 1.194),
as shown in Fig. 3e, suggesting that more data must be collected
before a conclusion can be reached. Moreover, moderate evidence
was found against an interaction effect between gesture type and
referent distance on perceived competence (Bf 3.52).

Overall these results support Hypothesis H2.1 but fail to support
Hypothesis H2.2.

5 CONCLUSION

This paper sought to explore the objective and subjective differences
between ego-sensitive and non-ego-sensitive allocentric mixed re-
ality deictic gestures. As hypothesized, we discovered a dichotomy
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between these two gestural categories that presents a challenge
for robot designers. Specifically, while ego-sensitive allocentric ges-
tures such as pointing with virtual arms result in social benefits
such as increased social presence, perceived anthropomorphism,
and likability, non-ego-sensitive allocentric gestures such as virtual
arrows result in greater task performance with respect to both speed
and accuracy. In future work we plan to explore whether robots
may achieve the “best of both worlds” by using both visualizations
together, or whether this would be too cognitively overloading or
perceived as too busy.

While our secondary distance-oriented hypotheses were not
supported, for several of our objective and subjective measures our
analyses were unable to directly support or refute these hypotheses,
suggesting that more data must be collected before a decision can be
made one way or another. Because our experiment was conducted
using a Bayesian analysis framework, we are able to do just this,
without violating a sampling plan or test assumptions, and thus
plan to do so in future work.
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