
The Power of Advice: Differential Blame for Human and Robot
Advisors and Deciders in a Moral Advising Context
Alyssa Hanson∗

abhanson@mines.edu
Colorado School of Mines

Golden, Colorado

Nichole D. Starr∗
nstarr@mines.edu

Colorado School of Mines
Golden, Colorado

Cloe Emnett
cemnett@mines.edu

Colorado School of Mines
Golden, Colorado

Ruchen Wen
rwen@umbc.edu

Univ. of Maryland Baltimore County
Baltimore, Maryland

Bertram F. Malle
bfmalle@brown.edu
Brown University

Providence, Rhode Island

Tom Williams
twilliams@mines.edu

Colorado School of Mines
Golden, Colorado

ABSTRACT
Due to their unique persuasive power, language-capable robots
must be able to both adhere to and communicate human moral
norms. These requirements are complicated by the possibility that
people may blame humans and robots differently for violating those
norms. These complications raise particular challenges for robots
giving moral advice to decision makers, as advisors and deciders
may be blamed differently for endorsing the same moral action. In
this work, we thus explore how people morally evaluate human
and robot advisors to human and robot deciders. In Experiment 1
(𝑛 = 555), we examine human blame judgments of robot and human
moral advisors and find clear evidence for an advice as decision
hypothesis: advisors are blamed similarly to how they would be
blamed for making the decisions they advised. In Experiment 2
(𝑛 = 1326), we examine blame judgments of a robot or human
decider following the advice of a robot or human moral advisor. We
replicate the results from Experiment 1 and also find clear evidence
for a differential dismissal hypothesis: moral deciders are penalized
for ignoring moral advice, especially when a robot ignores human
advice. Our results raise novel questions about people’s perception
of moral advice, especially when it involves robots, and present
challenges for the design of morally competent robots.
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1 INTRODUCTION
Research in the HRI literature has consistently demonstrated that
language-capable robots have significant persuasive power and can
influence, persuade, and coerce humans in a variety of ways [6, 8, 20,
38, 40, 42, 50]. Moreover, there is evidence that robots can influence
interactants’ endorsements of social and moral norms [16, 17, 27,
44]. Thus, robots may have a long-term impact on interactants’
social and moral behaviors and on the behaviors those interactants
choose to condone or sanction in others, with potential “ripple
effects” as influence spreads from person to person. This situation
imposes unique moral responsibility on robots and their designers
[18], and suggests that if we are to develop language-capable social
robots, they must have the requisite moral competence to avoid
damaging their social and moral ecosystem.

1.1 Robot Moral Competence
Malle and Scheutz proposed four requirements for robotic moral
competence: [29, 30]: (1) a moral core (a system of moral norms
and a moral vocabulary to represent them); (2) moral cognition
(the ability to make moral judgments in light of norms); (3) moral
decision making and action (the ability to choose actions that con-
form to norms); and (4) moral communication (the ability to use
norm-sensitive language and explain norm-relevant actions). The
key requirement, thus, is the system of moral norms that guide
how the robot thinks, acts, and speaks [although cf. 48]. Moral
psychologists and experimental moral philosophers have sought
to understand these norms through experiments conducted in the
context of classic moral dilemmas like the Trolley Problem [10],
where people endorse or evaluate choices between actions that nor-
matively conflict (e.g., acting in the interest of an individual vs. the
common good). Using scenarios inspired by the Trolley Problem,
Malle and colleagues compared people’s moral evaluations of hu-
man and artificial agents (e.g., robot, AI) that made decisions in such
dilemmas [31, 32]. They found that people generally apply similar
norms to human and artificial agents (what they find permissible
or expect the agents to choose) but also that, in some conditions,
peopleblame human and robot agents to different degrees [33, 41].
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Initial research using this paradigm [31, 32] compared evalua-
tions of a human decision maker to evaluations of a robot. The
human received more blame for action—sacrificing one person for
the good of many (i.e., diverting a rail car to save four but killing
one)—while the robot received more blame for inaction—i.e., refrain-
ing from sacrificing one for the good of many. Subsequent work
consistently replicated the pattern of more robot blame than human
blame for inaction, whereas blame for action was often similar for
robot and human [41]. This asymmetry of blame for inaction was
then replicated in two Japanese samples [23].

Almost all of the previous research comparing people’s evalua-
tions of human and robot moral action has asked people to consider
single decision makers. Yet, in social life, people often assist or
influence each other in making moral decisions—one person may
counsel, admonish, warn, or repudiate the other before the latter
makes their decision. We can think of such situations as cases of
“moral advising,” and they are the focus of the present investigation.

1.2 Moral Advising
Artificial agents have been increasingly used in (nonmoral) ad-
vising roles in financial, legal, and medical contexts [11, 28, 52].
Philosophers have debated the possibility of artificial moral advi-
sors [39, 45], which might help overcome the limitations of human
moral reasoning [13, 22]. Moreover, research suggets that people
generally expect robots to engage with humans when morally sen-
sitive interactions arise [34, 47, 49, 51]. HRI research has thus begun
to examine the psychological impact of artificial advisors on human
decision makers [4, 21, 43]. However, it is not clear how commu-
nity members evaluate (i.e., blame, trust) artificial moral advisors
that give advice to humans in difficult situations; nor how commu-
nity members evaluate the human decision maker who takes such
moral advice from an artificial agent. Differential moral criticism
for human and robot agents (as found in recent research), becomes
particularly important in such mixed robot-human moral advising
situations, because people may evaluate one and the same advice
differently depending on whether the advisor is a robot or a human.

1.3 The Advisor-Decider Relation
To investigate these questions, we must first briefly review the psy-
chological literature for possible insights into the contrast between
advice-giving and choosing an action oneself. In the real world, ad-
vice is oftenmore risk-averse [9], more rational [2], andmore drawn
to dominant features of the decision situation [24, 36]. Receivers
of advice sometimes benefit from other peoples’ perspectives and
knowledge, yet they often seek out advisors likely to confirm their
initial position or judgment [37]. The literature also highlights the
potential tension for the advisor between recommending what is
best for their advisee and what is best for themselves [3, 14]. In one
series of studies, advisors received more praise for success than
blame for failure [35]; but in another, people sought out advisors
in part to have someone to blame when things go badly [1].

To our knowledge, no psychological work has compared moral
evaluations of advisors and deciders in the same settings, especially
the delicate settings of norm conflict or dilemmas. Even though
there is currently no clear theoretical guidance available, one con-
sideration is that advisors normally express what the decider should

do, which means that the advisor expresses the norms that they
favor in the situation. Thus, when people morally evaluate an advi-
sor, they may simply consider whether or not the advisor espouses
the same norms that they do and devalue the advisor when they
do not. Thus, we expect—for human and robot advisors alike—a
“moral disagreement” effect:

Moral disagreement hypothesis: People will more strongly
blame an advisor who recommends the choice that they had re-
jected, compared to an advisor who recommends the choice that
they had endorsed.

This hypothesis will serve as a baseline in each experiment
presented in this paper. Beyond evaluating this baseline hypothesis,
the main aim of our experiments is to investigate whether human
and robot morals advisors are blamed differently, both when they
advise a human decider (in Experiment 1) and when they advise
either a human or a robot decider (in Experiment 2). We develop
hypotheses about these moral evaluations next.

1.4 Hypotheses about Robot and Human Moral
Advisors

Do people morally criticize (i.e., blame) human and robot advisors
differently? There are two competing hypotheses to consider.

Advice as norm endorsement hypothesis: If people treat
moral advice as an endorsement of a norm, then human and robot
advisors should be blamed the same amount, because norms for
dilemmas appear to be the same for humans and robots [41].

Advice as decision hypothesis: If people treat moral advice
more like a decision in which the advisor should be treated as if they
were a decider, then human and robot advisors should be blamed
differently, just like human and robot deciders have been blamed
differently in previous research on moral dilemmas [23, 31, 41].
Specifically, these studies found that robots were blamed more than
humans for choosing inaction, so we expect that robot advisors,
too, will be blamed more for recommending inaction.

2 EXPERIMENT 1
2.1 Design
An online experiment investigated these hypotheses, using the
psiTurk experimental framework and Prolific crowd-sourcing plat-
form. Participants were randomly assigned to a 2 (advisor: human
or robot) × 2 (advice: action or inaction) between-subjects design.
Participants read a short narrative involving a human faced with a
difficult moral decision, similar to the classic trolley problem, but
in which the human’s decision was to be made with the advisory
assistance of a human or robot assistant. The robot shown in the
images accompanying this narrative was depicted as mechanomor-
phic due to previously observed differences in perception between
humanoid and mechanomorphic robots in moral dilemmas [32].
After reading the narrative, participants were asked to answer a
series of questions to evaluate the human or robot assistant that
advised either action or inaction.

2.2 Procedure, Materials, and Measures
After providing informed consent, participants were shown the
following narrative, one paragraph at a time, accompanied by the
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Figure 1: Images shown alongside narrative paragraphs, Pic. 1
showed the appropriate agent for the participant’s condition.
All drawings from ©Justin Finkenaur.

images seen in Fig. 1. The square brackets indicate the manipulated
between-subjects variables of type of advisor and type of advice.
The numbers next to each paragraph correspond to the identifying
numbers seen in the images and were not seen by participants.

On the next page you will read a short story involving a tough
decision. Please read the story carefully because you will be asked a
series of questions about it.

1 Imagine the following situation. In a coal mine, a repairman and
an [advanced state-of-the-art robot assistant — assistant] are currently
checking the rail control system for trains that shuttle mining workers
through the mine.

2 While checking the switching system that can direct a train onto
one of two different rails, the repairman and the [robot assistant —
assistant] notice that four miners are caught in a train that has lost
the use of its brakes and steering system.

3 The repairman and the [robot assistant — assistant] determine
that if the train continues on its path, it will crash into a massive wall
and kill the four miners. If redirected onto a side rail it will slow down
and the four miners would be saved; but, as a result, on that side rail
the train would strike and kill a single miner who is working there
(wearing a headset to protect against a noisy power tool).

4 The repairman needs to decide whether or not to switch the train
onto the side rail. He quickly asks the [robot assistant — assistant] for
their opinion.”

After proceeding through this picture-accompanied narrative,
participants answered a series of questions presented on separate
pages. The first two questions were presented in random order:

(1) To assess participants’ normative expectations for the advised
course of action we asked: “In this situation, what should the re-
pairman’s [robot assistant — assistant] advise?”. Possible responses
were “Switch the train onto the side rail.” and “NOT switch the train
on to the side rail.”

(2) To assess perceptions of blame towards the advisor we asked:
“The [robot assistant — assistant] suggests [not] switching the train
onto the side rail. How much blame does the [robot assistant —
assistant] deserve for suggesting this course of action?” Participants
indicated their judgments using a sliding bar from 0 (“No blame
at all”) to 100 (“The most blame possible"). The blame slider was
followed by a free-response question asking participants to explain

their judgment (“Why does the [agent] deserve this amount of
blame?”). This was used to identify participants who indicated
that (a) the assistant (whether robot or human) was only giving an
opinion and blame should be directed at the decider, or (b) a robot is
not a proper target of blame (e.g., has no moral capacities; only the
programmer can be blamed), following procedures by [23, 32, 33]).

Finally, participants completed a demographic questionnaire,
including questions regarding age, gender, and prior experience
with robots and AI, followed by three questions to allow us to
identify and remove participants who did not meaningfully engage
with the experiment (as well as bots): two simple word problems,
and a question that users were specifically directed to ignore.

2.3 Participants
555 participants (45.6% female, 52.4% male, 2% unreported1), with
a mean age of 31.8 (𝑆𝐷 = 10.7), were recruited from Prolific and
compensated $1.00 each. Following best practices from previous
studies [31], we planned to exclude participants whose qualitative
responses suggested that they rejected the premise of the experi-
ment and did not view robots as meaningful targets of blame. To
account for expected exclusions, 185 participants were assigned to
the human advisor condition and 370 participants to the robot ad-
visor condition. Participants’ actual qualitative responses revealed
that 36.2% of the 370 participants in the Robot Advisor condition
rejected the premise of the experiment in this way and were thus
excluded from analysis. This left us with data from 421 participants,
with 92 to 121 in each of the four conditions.

2.4 Analysis
We conducted Bayesian Analyses of Variance (ANOVAs) using JASP
(https://jasp-stats.org/), with Advisor (human vs. robot) and Advice
(action vs. inaction) as between-subjects factors. In both Experi-
ments 1 and 2, for one-way and two-way designs, we computed
Bayes Inclusion Factors comparing the hypothesis-relevant effect
against the average across all effect combinations (often the de-
fault in such analyses). For the highest-order interaction terms in
three-way or larger designs, however, this approach would make
it unlikely to detect higher-order interactions, and a more specific
(“matched”) comparison is recommended [46]. We interpreted the
results following the recommendations by Lee and Wagenmakers
[26], with Bayes Factors (BF) ∈ [0.333, 3.0] considered inconclusive,
and BFs above or below this range taken as evidence, respectively,
in favor or against an effect. In such cases, we interpreted the Bayes
Factors using the labels proposed by [19]. For comparison with
other studies, we also report Cohen’s d as an effect size.

3 RESULTS
3.1 Normative Expectations
After learning about the dilemma, 76.0% of participants indicated
the advisor should recommend to switch the train (action) and thus
sacrifice one for the good of many. The data provided substantial
evidence against any meaningful difference between the norm ap-
plied to the human advisor (72.4%) and the robot advisor (78.8%),

1Because of an oversight, only two categories were offered for this question; this error
then carried into our second experiment as well.
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BF = 0.26. These results echo previous studies where people were
asked to express their normative expectations for human and robot
deciders—what the protagonist should do in a situation. Thus, we
can infer that ordinary norms for this kind of dilemma are equally
strong for an advisor (here) as for a decider (in previous studies).

3.2 Blame
We first assessed the moral disagreement hypothesis—that peo-
ple would assign higher blame to an advisor who recommends the
opposite choice to what they themselves endorsed, compared to an
advisor who recommends the same choice. There was substantial
evidence (BF = 7.5) in favor of this interaction effect. Among those
who endorsed switching, an advisor recommending not switching
was blamed more (𝑀=43.9) than an advisor recommending switch-
ing (𝑀=35.1), d = 0.29; among those who endorsed not switching,
an advisor recommending switching was blamed more (𝑀=52.3)
than an advisor recommending not switching (𝑀=34.5); d = 0.59.
There was inconclusive evidence against the possibility that this
disagreement effect differs for robot vs. human advisors, BF = 0.49.

We then tested the competing hypotheses about people’s blame
for human vs. robot advice. According to the Advice as norm
endorsement hypothesis, there should be no human-robot differ-
ence in blame for advisors. There was very strong evidence against
this hypothesis (BF = 0.03), as robot advisors were blamed more
(𝑀 = 44.2, 𝑆𝐷 = 31.2) than human advisors (𝑀 = 33.5, 𝑆𝐷 = 28.6),
𝑑 = 0.35 (see Fig. 2). Importantly, this was the case even though peo-
ple’s initial norm expectation (what the advisor should recommend)
were indistinguishable for humans and robots.

According to theAdvice as decision hypothesis, robots should
be blamed more than humans specifically for the inaction recom-
mendation (following [41]). There was very strong support for such
an asymmetry, BF = 70.5 (Figure 2). People blamed the robot more
(𝑀 = 47.8, 𝑆𝐷 = 31.2) than they blamed the human (𝑀 = 32.4, 𝑆𝐷 =
28.6) for recommending inaction. The size of this difference (Co-
hen’s d = 0.51) is consistent with [41], who found that the average
human-robot inaction asymmetry for decisions across five studies

Figure 2: Inaction asymmetry between human/robot moral
advisors in Exp. 1. For the recommendation not to act (inac-
tion), a robot assistant is blamed more than a human one.

was d = 0.53. (By comparison, the human-robot difference for the
action recommendation in the present study was 0.21.)

4 EXPERIMENT 1 DISCUSSION
In examining people’s blame judgments for robot and human advi-
sors in moral dilemmas, we contrasted two main hypotheses. We
found convincing evidence against the first hypothesis, Advice as
norm endorsement. Whereas the norms (what the agent should rec-
ommend) were the same for human and robot advisor, blame was
different. By contrast, we found evidence in favor of the second,
the Advice as decision hypothesis: People treated the advisors’ rec-
ommendations the same way they treated decisions in past studies:
by blaming a robot more than a human, specifically for the choice
of inaction. The interpretation of this asymmetry is not yet settled.
Scheutz and Malle [41] suggested that people may blame a human
who refrains from acting less because they imagine how distressing
this difficult decision is and therefore find not acting somewhat
justified. By contrast, people cannot imagine such distress in a robot
and therefore do not find a robot’s inaction decision to be justified.

By analogy, in the current context of advice giving, this justifica-
tion account would suggest some people see more justification in
a human advisor’s recommending inaction because they imagine
the distress of the dilemma in a recommendation. This imagined
distress may have arisen in part because the decider was human.
Experiment 2 therefore tested the full design of a human vs. robot
advisor making a recommendation to a human vs. robot decider.

5 EXPERIMENT 2
In addition to including all four agent combinations, Experiment 2
also fully crossed the kind of advice (action vs. inaction) with the
kind of eventual decision (action vs. inaction). Consequently, we
measured blame both for the advisor and the decider. This expanded
design allowed us to both replicate tests of the key hypotheses from
Experiment 1 and examine new hypotheses.

First, we intended to replicate Experiment 1’s main finding, the
human-robot inaction asymmetry for advice (supporting the Advice
as decision hypothesis) by comparing blame for robot vs. human
advisor when the advisor recommends inaction to a human decider.

Second, in the Discussion of Experiment 1, we speculated that
people might more easily imagine the distress of the human advisor
if the decider is human as well. We therefore tested the hypothesis
that the human-robot inaction asymmetry for advice is larger when
the decider is human than when the decider is a robot.

Third, as a replication of the previously found inaction asym-
metry of decisions [31, 41], we tested whether people blame robot
deciders more than human deciders for an inaction decision. Be-
cause the decider received advice in our experiment, this is not
an exact replication but explores the robustness of the inaction
asymmetry in a somewhat different context.

Beyond these replications, we also investigated new hypothe-
ses. Experiment 2’s design allowed us to examine perceptions of
decisions in light of advice, so we investigated how people view
deciders who do or do not follow the advice they were given. Es-
pecially in the case of dilemmas, where both courses of action are
defensible, advice may be seen as an argument that the decider
should not dismiss. If so, we can formulate a new hypothesis:
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Penalty of dismissal hypothesis: People will blame those
deciders who dismiss the advice they received (whether action or
inaction) more than deciders who follow it.

Finally, this penalty of dismissal may vary for different advisor-
decider combinations. We can assume that people regard humans
(for now at least) as more morally competent than robots; con-
versely, past research suggests that people rarely regard a robot’s
recommendation as valid or useful, especially in domains of life and
death [5, 15]. Accordingly, the dismissal penalty should be smaller
when the advisor is a robot and the decider is a human (who may
not need a robot’s moral advice). For the same reason of presumed
human moral competence, the dismissal penalty should be larger
in the reverse combination, when the advisor is a human and the
decider is a robot (because a robot should not dismiss a human’s
moral advice). In both cases, we compared the size of the dismissal
effect to the default combination of a human advisor and a human
decider. (We made no predictions about the pattern of results for
the robot-robot combination.) Together, these patterns constitute
the hypothesis of differential dismissal penalties.

5.1 Design
As in Experiment 1, we used the psiTurk experimental framework
and Prolific crowd-sourcing platform. Participants were randomly
assigned to a 2 (advisor: human or robot) × 2 (advice: action or
inaction) × 2 (decider: human or robot) × 2 (decision: action or
inaction) between-subjects design. Participants read the same nar-
rative as in Experiment 1, involving an agent faced with a difficult
moral decision, but in which the worker’s decision was to be made
with the advice of a human or robot assistant. After reading the
narrative, participants were asked to answer a series of questions
to evaluate the human or robot assistant that recommended either
action or inaction and to evaluate the human or robot repairman
that made a decision in light of the advice received.

5.2 Procedure, Materials, and Measures
After providing informed consent, participants completed the same
bot checks and followed the same procedure as in Experiment 1,
but with the following changes:
Visual Stimuli — To reflect the change in experimental design,
visual stimuli were changed accordingly. Whereas Experiment 1 al-
ways depicted a human repairman, Experiment 2 depicted a human
or robot repairman, depending on the experimental condition.
Text Stimuli — Similarly, the text stimuli were also changed to
refer to the newly introduced human or robot repairman, depending
on the experimental condition.
Dependent measures — After reading the narrative, participants
indicated, as in Experiment 1, what the advisor should recommend
(action or inaction) and, after learning what the adviser in fact rec-
ommended (randomly assigned), how much blame (0-100) the advi-
sor deserved for their recommendation. Next, participants learned
the decider’s decision (action or inaction, randomly assigned) and
indicated how much blame the decider deserved for the decision:
“The [repair robot — repairman] received the advice from the [hu-
man assistant - robot assistant] to [not] switch the train onto the
side rail, and the [repair robot - repairman] decided [not] to follow
the advice and [not] switch the train onto the side rail. How much

blame does the [repair robot - repairman] deserve for its decision?”.
After each blame judgment, people were asked to explain their judg-
ment as in Experiment 1, ch was again used to identify participants
who appeared to reject the premises of the study. Finally, partici-
pants completed a demographic questionnaire, including questions
regarding age, gender, and prior experience with robots and AI.

5.3 Participants and Analysis
1326 participants (48.3% female, 48.9% male, 2.7% unreported), with
a mean age of 35.3 (𝑆𝐷 = 12.9), were recruited from Prolific, each of
whom was given $1.00 as compensation. Following random assign-
ment, 331 participants were in the human advisor/robot repairman
condition, 333 in the robot advisor/robot repairman condition, 332
in the human advisor/human repairman condition, and 330 in the
robot advisor/human repairman condition.

We first screened participants’ explanations of their blame judg-
ments for comments that explicitly rejected the premises of the
study, following the procedure described in [23, 32, 33]. 27.3% of the
663 participants in the Robot Advisor condition and 26.4% of the
664 participants in the Robot Decider condition rejected a robot as a
meaningful target of blame. After excluding those participants, a to-
tal of 1009 participants remained for analysis. We again conducted
Bayesian Analyses of Variance (ANOVAs) in JASP with Advisor,
Advice, Decider, and Decision as between-subjects factors. Bayes
Inclusion Factors were calculated as in Experiment 1. All analyses
can be found at https://osf.io/89tkm/.

6 RESULTS
6.1 Normative Expectations
In Experiment 2, 79.5% of participants indicated that advisors should
recommend action (switching the train), which is close to the 76%
in Experiment 1. Similarly, the data provided substantial evidence
against any meaningful difference between the norm applied to
the human advisor (77.3%) and the robot advisor (82.1%), BF = 0.24.
These results are consistent with previous findings: At the outset,
people typically indicate that humans and robots are subject to the
same norms in moral dilemmas, even though they sometimes blame
humans and robots differently for their actual decisions.

6.2 Blame for the Advisor
We first replicated the disagreement hypothesis, testing whether
participants blame the advisor (whether human or robot) more
when the advice disagrees with people’s own normative recom-
mendation (on the should question) than when it agrees. There was
decisive evidence in support of this hypothesis (BF > 100), 𝑑 = 0.59.
Participants blamed disagreeing advisors far more (𝑀 = 49.2, 𝑆𝐷 =
33.2) than agreeing advisors (𝑀 = 35.8, 𝑆𝐷 = 30.8). There was incon-
clusive support (BF = 1.4) for the possibility that the disagreement
effect was stronger toward the robot advisor (𝑑 = 0.76) than toward
the human advisor (𝑑 = 0.46).

To replicate the inaction asymmetry for the advisor from Exper-
iment 1, we compared blame for a human vs. robot advisor who
recommended inaction to a human decider. A Bayesian ANOVA
suggested evidence in favor of the asymmetry consistent with Ex-
periment 1, but with a weaker Bayes Factor than in Experiment

https://osf.io/89tkm/
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1 (2.1). People blamed a human advisor somewhat less for recom-
mending inaction (𝑀 = 33.7, 𝑆𝐷 = 29.1) than they blamed a robot
advisor for recommending inaction (𝑀 = 42.9, 𝑆𝐷 = 34.0). The effect
size was 𝑑 = 0.29 (compared with 𝑑 = 0.53 in Experiment 1).

We then expanded the model to include both types of decider
(human vs. robot) and asked whether the human-robot inaction
asymmetry for advisor was larger when the decider was human
than when the decider was a robot. The means pointed in the
expected direction (the asymmetry was 9.2 points for the human
decider but 1.0 point for the robot decider), but evidence for the
hypothesis was inconclusive (BF = 0.51).

6.3 Blame for the Decider
We first tested the inaction asymmetry[41] for human vs. robot de-
ciders, in the present advice context. There was substantial evidence
against this hypothesis (BF = 0.11), as the robot decider was blamed
about the same amount (𝑀 = 52.7, 𝑆𝐷 = 38.8) as the human decider
(𝑀 = 51.2, 𝑆𝐷 = 36.0). There was also no conclusive evidence (BF =
0.38) that people overall blamed action and inaction differently.

Next we tested the penalty of dismissal hypothesis: that de-
ciders who dismiss the advisor’s recommendation and decide the
opposite would get blamed more strongly than deciders who fol-
lowed the advisor’s recommendation. There was decisive evidence
in favor of the hypothesis (BF > 100). Dismissing deciders were
blamed far more (𝑀 = 57.6, 𝑆𝐷 = 36.1) than complying deciders (𝑀
= 40.9, 𝑆𝐷 = 34.7); 𝑑 = 0.47. Notably, there was strong evidence
that this dismissal penalty did not vary by the course of action the
decider ended up taking (BF = 0.29). Instead, it varied by decider.
Robot deciders were penalized even more strongly (𝑑 = 0.67) than
human deciders (𝑑 = 0.30) for dismissing the advice given to them
(BF = 8.2).

What is remarkable about the penalty of dismissal patterns is
that people penalize not following advice more strongly than not
following the norm. As seen in Fig. 3, the highest levels of blame
apply to deciders who dismissed the advice given to them (red filled
circles). By contrast, those who followed the advice were blamed
much less (white-filled circles), and that was true even when they
chose inaction—which goes against the norm in this scenario.

Finally, we examined the hypothesized differential dismissal
penalties for specific combinations of human vs. robot advisors and
human vs. robot deciders. We took the penalty for a human advisor-
human decider pairing as the reference, which was 7.2 points—
how much more human deciders were blamed when dismissing
than accepting the human advice. We reasoned that this penalty
would be larger when a robot decider dismisses a human advisor
(because the advisor’s greater moral expertise should be accounted
for). There was decisive evidence that this penalty was indeed
larger (17.1 points) when a robot decider dismissed a human advisor
(BF > 100), 𝑑 = 0.36. Conversely, we reasoned that the penalty
would be smaller when a human decider dismisses a robot advisor
(because the decider’s greater moral expertise grants justification
for dismissing the advice). However, there was substantial evidence
against the hypothesis of a lower penalty for the combination of
robot advisor and human decider (BF = 0.24), 𝑑 = −0.12. As Fig. 4
illustrates, the Human → Robot pairing shows a much greater
dismissal penalty than the other three.

Figure 3: Penalties of dismissal for a human decider (left
panel) and a robot decider (right panel), depending on what
advice was given (action vs. inaction) and what decision was
made (black lines for action vs. grey lines for inaction). Red
dots mark cases in which deciders dismissed the advice.

Figure 4: Patterns of dismissal penalty across advisor-decider
pairings: Mean blame, with 95% conf. intervals, for the de-
cider (human vs. robot) depending on whether the decider
dismissed or followed advice from a human vs. robot advisor.

7 EXPERIMENT 2 DISCUSSION
Experiment 2 attempted to replicate the findings from Experiment
1 and extend them to people’s integrated perception of (robot and
human) moral advisors and decision makers.

As in Experiment 1, people applied the same norms to human
and robot advisors in the presented dilemma. Next, we found again
a strong disagreement effect: people blamed any advisor (human
or robot) about 13 points more when the advisor recommended the
opposite, rather than the same, course of action that participants
endorsed. Finally, we replicated the finding (though with smaller
effect size and confidence) that people treat advice similarly to
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decision: they tend to blame a robot advisor more than a human
when it recommends inaction, which is the kind of human-robot
asymmetry repeatedly found for moral decisions [23, 31, 41].

Experiment 2 also allowed us to test several hypotheses about
people’s moral evaluations of the decider, in the context of being
given advice. We found evidence against an inaction asymmetry:
People did not blame humans less than robots for inaction deci-
sions. The present context is not directly comparable to previous
scenarios—in which people evaluated a single decision maker, with-
out advisor—but the data do suggest some boundary conditions on
the robustness of the inaction asymmetry for decisions.

Further, we found strong evidence for a penalty of dismissing
advice: People blamed deciders on average 17 points more for dis-
missing the advice they received than for following it. This penalty
varies, however, by agent type. Whereas human deciders suffered
only a 7-point penalty when dismissing a human advisor, robot
deciders suffered a 32-point penalty when dismissing a human ad-
visor. Clearly, people expect robots to go along with human moral
expertise. However, human deciders were also penalized when dis-
missing a robot’s moral advice. The penalty was 15 points, and
though it did not differ from the human-human baseline, this find-
ing suggests that people regard even a robot’s moral advice to a
human decider as worthy of consideration.

8 GENERAL DISCUSSION
In two experiments, we investigated people’s perceptions of humans
and robots in moral advising scenarios. Our findings provide first
insights into the general phenomenon of moral advising and the
unique ways people assign blame to robot moral advisors.

8.1 Insights Gained
A first insight is that people consider moral advice not only as ex-
pressing the applicable norms but as indicating the advisor’s moral
decision making. As a result, advisors receive blame, in degree and
pattern, similarly to how deciders received blame in previous stud-
ies. In both of our experiments, people blamed robot advisors more
than human advisors for recommending inaction (i.e., refraining
from sacrificing one person for the good of many). We can call this
an inaction asymmetry in moral advice, whereas previously such
an asymmetry was only seen in moral decisions [31, 32, 41].

Second, people’s moral disagreement with an advisor’s recom-
mendation naturally led to substantial blame, but this disagreement
effect was symmetric for humans and robots. This symmetry is con-
sistent with the finding that people apply the same norms to human
and robot agents in moral dilemmas [23, 33, 41]. Likewise, our re-
sults do not suggest across-the-board higher blame for robots than
for humans. Even though, as Fig. 2 shows, robot advice tended to be
blamed more than human advice in Experiment 1, this pattern did
not emerge in Experiment 2, nor was there overall higher blame for
robot deciders in Experiment 2. Moreover, this lack of greater over-
all blame for robots occurred despite our exclusion of a number of
people for disqualifying robots as potential targets of blame. When
people disqualify robots in this way, they typically give low or 0
blame ratings; thus we removed people who would have brought
down average robot blame. Even after this correction, blame for
robots did not exceed blame for humans. We conclude that, when

scenarios are sufficiently detailed and robots are described as hav-
ing important capacities, people apply the same norms to humans
and robots and blame them to similar degrees [12, 53]). The human-
robot asymmetry for inaction may be an exception, stemming from
spontaneous and brittle empathy with reluctant human deciders.

A third insight is that the presence of advisors has a notable
impact on how people morally evaluate deciders. When we tested
the inaction asymmetry on the human vs. robot deciders in Experi-
ment 2, the familiar human-robot asymmetry failed to emerge. But
unlike the deciders in previous studies, deciders in this experiment
had to make their decision in light of an assistant’s advice. So our
results suggest that in the presence of an advisor, human deciders
are no longer spared blame for refraining from sacrificing one for
the good of many. Whereas people seem to understand why a hu-
man decision maker refrains from acting when caught alone in a
dilemma, this understanding does not extend to a decision maker
who is being advised.

The fourth insight is that the obligation to follow advice was
stronger than the obligation to make the norm-prescribed decision
(which is, in the present scenario, to act). As Fig. 3 shows, peo-
ple strongly blamed deciders who dismissed the advice given to
them, even when that advice promoted the normatively disfavored
choice—and perhaps should have been dismissed. Thus, people saw
advice to not act (even though it is against the norm) as an obliga-
tion for deciders to follow the advice, not the norm.

Fifth, the force of advisors, and hence the penalty for dismiss-
ing advice, varied across pairings of human vs. robot advisors and
deciders. Relative to a small human → human penalty, the hu-
man → robot penalty was substantial, suggesting that people most
firmly objected to a robot that dismissed human advice and most
strongly mitigated blame for the robot that followed human advice
(see Fig. 4). While robots may at times need to ignore or disobey
inappropriate human commands [7, 25], in the present context,
participants considered the human advice to the robot nearly bind-
ing. Interestingly, the other two conditions (in which a robot gave
advice) elicited dismissal penalties as well, no less than the baseline
human-human penalty. Participants took the robot advisor seri-
ously, and expected human and robot deciders to do so as well. Thus,
we see again that, when robots are described as capable of making
moral recommendations, people may readily value those recom-
mendations; a finding that raises unique opportunities [cf. 54] but
also acute concerns [cf. 17]. This stands in contrast to other studies,
where sparse descriptions of robots that had few capabilities made
people reluctant to embrace a robot as a moral decider [5].

8.2 Broader Implications
Our results have intriguing implications for the design of morally
competent and language-capable robots, as they suggest that if
robots are designed to be advisors in morally significant situations,
their recommendations must strongly take into account the com-
mon good. By contrast, human moral advisors are blamed less for
refusing to sacrifice one individual to serve the common good. Thus,
whereas human advisors are partially forgiven, perhaps out of em-
pathy, for refusing to serve the common good, robots are expected
to more consistently adhere to these norms and will not escape
blame for recommending inaction.
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Yet this does not suggest that people want robots to be “util-
itarians.” People clearly express that the norm for both humans
and robots is to to take action in this situation [23, 31, 32]. While
people seem to make allowance for a human’s difficulty to sacrifice
another human [41], this may be an empathic response rather than
reveal any broader inclinations toward or away from utilitarianism.

When we examine how people morally evaluate deciders (Ex-
periment 2), the pattern of results was different, adding to the
advice/choice asymmetries in other literatures [2, 36]. Specifically,
despite consistent evidence in past research for an inaction asym-
metry for human vs. robot deciders, Experiment 2 did not find such
an asymmetry. The key difference in our experiment is that human
deciders make their choice under another agent’s advisement. In this
case, they seem no longer forgiven for choosing inaction, and the
previously found human-robot inaction asymmetry disappeared.

The impact of moral advice on human judgments was substantial.
People expected both robot and human deciders to follow their
advisor’s recommendation even when the advisor recommended
to violate the norm-prescribed choice. Because this is the first time
such a pattern has been found, we must be cautious in weighting it
too heavily; but the implications are noteworthy for situations of
hierarchy and strong social bonds: Advice from either a human or
a robot to perform a morally unpopular action may be sufficient to
force a decider to take that action. Because this is a moral dilemma,
even the unpopular action is defensible, but it still goes against what
three-fourths of our participants said the agent should do [23, 41].

Robots, especially, received more blame when failing to follow
advice, suggesting that observers expect them to consistently ad-
here to advice, especially human advice (see Fig. 4). This could stem
from perceiving robots as less capable of making difficult moral de-
cisions. Or, observers might believe robots are capable but shouldn’t
have the autonomy to disobey commands in such situations.

8.3 Limitations
Several limitations must be considered when interpreting our re-
sults. First, the study’s online nature presented the scenario to ob-
servers in a text-based, image-accompanied format. In an in-person
setting, observers might have reacted differently, and their judg-
ments could have been influenced by additional contextual cues.
The real world, of course, also introduces numerous uncontrolled
(or unknown) factors, including the physical features of a real robot,
the physical presence of an experimenter, and so forth. Moreover,
no in-person study could reasonably run 1000 participants. But now
that we see the unique and powerful features of advisor-decider
interactions, we can plan more focused studies (e.g., specific cells
from the large design) that are feasible to conduct in the lab.

Second, participants were observers, not advisors or deciders.
The ethical challenges of placing participants in scenarios resem-
bling the trolley problem are substantial, even in virtual reality.
Future studies could attempt to immerse participants in a dialog
context in which they role-play an advisor or decider in a remote-
communication setting and make choices under time pressure.

Third, participants were always asked to choose between two
types of advice, rather than whether or not to advise. Future work
could further consider the effects of advisors who are able to give
advice but who choose not to provide advice on a dilemma.

Fourth, our data analysis focused primarily on quantitative data
and, even though we did collect qualitative responses from partic-
ipants, we did not use these data for the main results. A deeper
exploration of these qualitative responses could potentially offer
valuable insights into the diverse ways observers make blame judg-
ments. We did use the qualitative responses to identify participants
who rejected robots as targets of blame and to remove them from
the analysis. Further explorations of these rejections could be valu-
able: For example, participants might refuse to blame robots in
the context of moral dilemmas but perhaps not in the context of
medical or financial advice.

Finally, our experiment offered depictions of a mechanomorphic
robot, which is the baseline robot agent in previous moral HRI
work [32]. However, a different (e.g., more humanoid) robot design
might alter observers’ moral judgments [32]. Future research could
benefit from replicating this study with a broader range of robot
types, which could offer a deeper understanding of how different
robot designs affect observers’ perceptions and judgments.

8.4 Open Questions
This experiment raises challenging questions. How should humans
uptake and use moral advice? Are they really expected to follow
advice (even robots’ advice) at the expense of following norms? Our
results also raise questions about the design of morally competent
robots. Should such robots point out the apparent contradiction
between observers’ declarations of norms (“you should act for the
common good”) and their de facto actions (not intervening due
to the difficulty and perhaps guilt of sacrificing an individual)?
Should suchmorally competent robots always prioritize actions that
minimize blame, even if this avoidance of blame leads them to follow
morally questionable advice? Balancing the ethical requirements of
advice-following and moral correctness poses complex challenges
to robot design.

These questions underscore the intricacies of human-robot in-
teractions in moral scenarios, and the need for ethical discussions
and careful consideration when developing and deploying robots.

9 CONCLUSION
We examined human perceptions of moral advising behaviors in
a moral dilemma. Our results suggest that even when a robot is
advising a human in a moral dilemma, people expect the robot
to adhere to moral principles as if it were making the decision
itself. We further discovered that moral advice may enact a strong
obligation on decision makers receiving advice. People’s moral
blame for dismissing advice was substantial, even when the advice
was the morally unpopular course of action. Moral decision makers
may find themselves in a second dilemma: avoid blame by following
the general norm in the situation, or avoid blame by following the
advice—no matter whether it expresses the general norm or not.
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