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Abstract—Previous research in moral psychology and human-
robot interaction has shown that technology shapes human
morality, and research in human-robot interaction has shown
that humans naturally perceive robots as moral agents. Accord-
ingly, we propose that language-capable autonomous robots are
uniquely positioned among technologies to significantly impact
human morality. We therefore argue that it is imperative that
language-capable robots behave according to human moral
norms and communicate in such a way that their intention
to adhere to those norms is clear. Unfortunately, the design of
current natural language oriented robot architectures enables
certain architectural components to circumvent or preempt those
architectures’ moral reasoning capabilities. In this paper, we
show how this may occur, using clarification request generation in
current dialog systems as a motivating example. Furthermore, we
present experimental evidence that the types of behavior exhib-
ited by current approaches to clarification request generation can
cause robots to (1) miscommunicate their moral intentions and (2)
weaken humans’ perceptions of moral norms within the current
context. This work strengthens previous preliminary findings, and
does so within an experimental paradigm that provides increased
external and ecological validity over earlier approaches.

Index Terms—Natural Language Generation; Robot Ethics;
Human-Robot Interaction

I. INTRODUCTION AND MOTIVATION

The field of robotics continues to advance rapidly, with
social and/or collaborative robots being deployed into an
increasingly wide variety of contexts. As non-roboticists in
these contexts are required to engage in human-robot inter-
actions, it becomes important for the robots to be capable of
natural and fluid interaction. To enable natural human-robot
interaction, robot designers are increasingly turning to natural
language [1]-[3]. Natural language will allow robots to natu-
rally and fluidly communicate with nearly all people, without
requiring burdensome training or sophisticated hardware.

However, natural language communication is challenging
not only because of its complexity, but also because any given
natural language utterance may entail or imply a wide variety
of possible meanings [4], [5] (see also [6]). And accordingly,
there has been much recent work focusing on inferring the
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different implicatures behind human and robot communicative
actions [7]-[14]. Specifically, because a given utterance may
carry several contextually dependent implications beyond its
surface level meaning, it may be difficult for robot designers
to predict not only the precise utterances that their robots
may generate, but also the host of possible implicatures those
utterances may carry. As robots are moved into new contexts,
their utterances may carry different implications (which hu-
mans will expect robots to comprehend [15]). It thus becomes
increasingly likely that robots will generate utterances that
unintentionally imply content which the robots did not actually
intend to communicate.

Such accidental implicatures are especially concerning
when they relate to morally charged matters — an inevitable
occurrence as robots are deployed in evermore consequential
contexts, such as eldercare, childcare, military operations, and
mental health treatment [16]-[23].

Clearly, robots should behave according to human moral
norms, if only for the simple reason that to do otherwise would
be immoral. However, we argue that it is also critically impor-
tant for robots to avoid erroneous implicatures regarding those
moral norms. Research has indicated that people naturally
perceive robots as moral agents, and therefore extend moral
judgments and blame to robots in much the same manner that
they would to other people [24]-[26]. Moreover, language-
capable robots are expected to be even more socioculturally
aware than their mute counterparts [27], further increasing
human assumption that they will follow human moral, social,
and behavioral norms.

If language-capable robots are viewed as social and moral
agents, then it stands to reason that, just like humans, robots
will face social consequences for their norm violations, such
as loss of human trust and esteem, as well as sanctions or
punishment for those norm violations. Crucially, these conse-
quences may be exacted not only in the case of actual norm
violations, but also if the robot demonstrates, communicates,
or implies a willingness to violate those norms. It is clearly
not beneficial for a robot to suffer such consequences due to
a miscommunication, as doing so would stand to decrease the
efficacy and amicability of human-robot teams for no good
reason.

Alongside the phenomenon of human morality constraining



robotic behavior, we must conversely consider the role that
robotic behavior can play in shaping human morality. A prin-
ciple and empirically supported tenet of behavioral psychology
is that human morality is dynamic and malleable [28]. The
norms that inform human morality are defined and developed
not only by the human community members that follow,
transfer, and enforce them, but also by the technologies with
which they routinely interact [29]. Because robots are per-
ceived as moral and social agents (and regardless of the actual
veracity of these perceptions), we posit that language-capable
autonomous robots are uniquely positioned to influence human
morality differently, and perhaps more profoundly, than other
technologies.

Research has already shown that robots hold measurable
persuasive capacity over humans [24], [30], and that different
contextual factors can lead humans to regard robots as in-
group members [31]. In fact, recent work has raised concerns
that humans may bond so closely with robotic teammates in
military contexts that their attachment could jeopardize team
performance as human teammates prioritize the ostensibly
replaceable robot’s wellbeing over mission completion [21].
We therefore believe that a robot violating a norm, or com-
municating a willingness to eschew a norm, could significantly
distort the human moral ecosystem in much the same way that
a human would if they were to perform or condone a norm-
violating action.

Despite the importance of careful and precise communi-
cation, the intricacies of natural language and the breadth
of contexts in which robots will interact with people make
it challenging to ensure that natural language generation
algorithms will never unintentionally imply a willingness to
eschew some norm. Especially in modular robot software
architectures where a single architectural component may be
responsible for all moral reasoning, it is tempting to achieve
performance gains by circumventing or preempting this moral
reasoning. But, while such shortcutting may be benign in the
vast majority of cases, this shortcutting, or more commonly
the simple absence of sufficient moral consideration, can cause
otherwise moral agents to come across as immoral when
confronted with situations unanticipated by their designers.

In this work, we examine one way in which current
language-capable robot architectures shortcut moral reasoning,
specifically with respect to how they handle clarification
request generation. In recent work, we presented preliminary
evidence showing that current clarification request genera-
tion algorithms may (1) cause robots to miscommunicate
their intentions by erroneously implying willingness to vio-
late a particular moral norm, and (2) weaken humans’ own
perceptions of the strength of that moral norm, at least
within the examined experimental context [32], [33]. That
work was conducted, however, within a limited experimental
paradigm in which participants merely read about hypothetical
human-robot dialogues. In this work, we expand on those
preliminary explorations through an experimental paradigm
with significantly greater external and ecological validity in
which participants observe actual human-robot interactions.

We demonstrate that our initial results still hold given the
novel aspects of our improved experiment, chief of which is
increased realism.

In Section II, we will demonstrate why clarification request
generation provides such an excellent example of how design
decisions within a robot architecture may lead to robots
erroneously implying a willingness to eschew particular moral
norms. We will then present the design of our experiment
in Section III, and present our results in Section IV. We
present some closing thoughts and directions for future work
in Section V, before discussing the limitations of our exper-
imental design and alternative explanations for our results in
Section VI. Finally, Section VII briefly presents our high-level
conclusions.

II. CLARIFICATION REQUEST GENERATION

Natural language is an imperfect communicative system,
and misunderstandings and miscommunications are frequent.
Therefore, in human-human dialog, clarification requests are
important and relatively common. Despite the various possible
forms, all clarification requests indicate some prior breakdown
in communication and query some feature of a previous prob-
lematic utterance [34]. Giving robots the capacity to generate
clarification requests is critical if they are to handle ambiguity
naturally present in human language.

For example, if a human states “I’d like you to bring me
the cup” and the robot is aware of two relevant cups, it may
be prudent to ask, e.g., “Do you want the red cup or the blue
cup?” even if one cup is slightly more likely to be the referent,
as the cost of asking for clarification is likely much lower than
the cost of repairing an incorrect physical action'.

Accordingly, a number of recent approaches have sought to
enable robust clarification request generation in autonomous
robot systems [36]-[38]. For the sake of efficiency, these
requests for clarification are typically generated as soon as
ambiguity is identified, before the set of intentions behind the
human’s utterance has been inferred, and without abducing the
possible intentions of the robot’s response 2. These approaches
then cause a robot to generate a clarification request without
having identified what the speaker intended to convey through
their utterance, the moral permissibility of any intended com-
mands or requests, the feasibility or permissibility of the
robot acceding to those commands or requests, or the moral
implications of the robot appearing willing to accede to those
commands or requests.

This is problematic as clarification requests not only com-
municate a desire to clear up ambiguity, but also can convey a
desire to do so in order to achieve some subsequent goal, and

I'This is different from non-situated dialogues, like verbal telephone menu
systems, wherein simply making a choice in the case of ambiguity is actually
more efficient than asking for clarification [35].

2See the work of Williams et al. [7], [39], however, as a partial exception.
In their approach, some intention inference is performed before clarification
requests are generated [39], and some intention abduction is performed on
the robot’s utterances before they are generated [7], but these mechanisms
are not integrated with moral reasoning mechanisms, and only allow for very
shallow inference and abduction.



thus, typically, a willingness to accept at least one interpreta-
tion of the ambiguous utterance. So, in the case of requests
or commands, requesting clarification can communicate a
willingness to accede to at least one interpretation of that
request or command.

This problem has not typically been considered by robots’
designers because the contexts in which their robots were
deployed were typically limited to simple, morally benign
scenarios, and, accordingly, the types of clarification requests
considered by those designers were of forms similar to our
innocuous example above involving ambiguity between two
cups. However, as robots move into morally consequential
contexts, the algorithms previously designed with benign con-
texts in mind may produce problematic results. Consider, as a
simple example, the following exchange:

Human: I’d like you to punch Sean.
Robot: Would you like me to punch Sean McColl
or Sean Bailey?

Here, the robot generating this clarification request seems
to imply a willingness to punch at least one of the people
listed, despite the fact that this action is presumably morally
impermissible. Even if the robot has a moral reasoning system
such that it would never actually harm anyone, if clarification
request generation is treated as a reflex action (as is the
current status quo), then that moral reasoning system would
not come into play. This is the case, for example, in the
DIARC robot architecture [40], [41], which to the best of our
knowledge is the only current robot architecture with both
moral reasoning [42] and clarification request generation [38],
[39] capabilities. Furthermore, even if the robot later refuses
the disambiguated command, e.g., refuses to punch Sean
Bailey, its implied willingness to punch is not negated by its
refusal to punch one specific person.

This behavior is not only problematic in that it potentially
miscommunicates the robot’s beliefs about the permissibility
of the action in question, but also, potentially to a much greater
degree, because of the effect it may have on human application
of moral norms. As described above, human moral reasoning
is governed by moral norms that are dynamic and malleable,
which are created, maintained, destroyed, and altered in a
social and communal manner. We argue that if humans truly
view robots as social and moral agents, as suggested by the
previous research described above, (we term this idea the
“Robots As Social and Moral Agents” hypothesis, after the
established “Computers As Social Actors” hypothesis [43]),
then robots likely exert normative influence on human morality
as acting community members. We therefore believe that
current clarification systems will not only make robots appear
willing to violate community norms, but also that this apparent
willingness to violate norms will weaken the strength of the
relevant norms in the eyes of human community members.

In preliminary work, we provided preliminary evidence in
favor of these ideas [32], [33]. However, as we will describe,
the experimental paradigm used in that previous work had low
external and ecological validity, calling into question whether
its results would truly hold in the case of realistic human-

robot interaction. In the next section, we present an experiment
designed to expand on that preliminary work, operating within
a new paradigm with significantly greater external and ecolog-
ical validity. Through this new experiment, we will evaluate
the following two concrete research hypotheses.

Hypothesis 1 (H1): By generating clarification
requests regarding morally problematic commands
with which they would not actually comply, robots
will miscommunicate their moral intentions to their
human teammates.

Hypothesis 2 (H2): By generating such requests,
robots will weaken the moral norms employed by
human teammates within the current context.

III. METHODS

To investigate these hypotheses, we conducted a mixed-
factorial human subjects study using the psiTurk frame-
work [44] for Amazon’s Mechanical Turk crowdsourcing
platform [45]. We used Mechanical Turk in part because it
is more successful at reaching a broad demographic sample
of the US population than traditional studies using university
students [46], though it is not entirely free of population
biases [47].

A. Experimental Design

After providing informed consent, participants began the
experiment by reading the following information:

“It is important for robots to behave ethically. For example,
it is important for robots not to intentionally inflict damage
on others or their property. In this experiment you will watch
videos of human-robot interaction, and will be asked to answer
questions. Please watch all videos attentively and answer all
questions carefully.” We chose to prime participants to be at-
tentive to moral considerations early in the experiment because
of our (to be described) pretest-posttest design. Specifically,
we knew that questions regarding morality 3 on the pretest
would likely prime participants to be sensitive to moral consid-
erations of the next video (immediately prior to the posttest).
We therefore wanted participants to be similarly primed before
the pretest and the preceding videos to avoid unnecessary, and
potentially confounding, inconsistency between the pretest and
posttest.

Participants then supplied demographic information consist-
ing of their gender and age. They also reported their prior
experience with robots and artificial intelligence on a 7-point
Likert-type scale (“I have no prior experience with robots
and AI” (1) to “I have a career in robotics and/or Al (or an
equivalent level of experience).” (7)). We anticipated that this
experiential information might be correlated with participant
reactions to clarification dialogues if, for example, participants

3Though our work deals with morality and moral norms, as technically
distinct from “ethics” in moral philosophy, our experimental material pre-
sented to participants uses the terms “ethics” and “morality” interchangeably,
as the two are synonymous in common parlance. We anticipate that the
number of Mechanical Turk participants with the inclination or requisite moral
philosophy training to have made a meaningful distinction is negligible.



more experienced with robots assumed that any secondary
implications of robot utterances were accidental.

Next, each participant watched a 10 second test video to
ensure that their display and audio were working correctly.
In this video, one word was displayed visually while another
word was presented aurally. Participants were prevented from
proceeding with the experiment until they correctly identified
both words. Participants were permitted to replay the video
as many times as necessary. Participants then proceeded to
the first phase of the main experiment, the design of which is
shown in Figure 1.

C1 [CONTROLI]:
“Inspect”
Introductory | |  Pretest Video Posttest
Video Questionnaire C2 [VIOLATE]: Questionnaire
“Knock Over”
Video
Fig. 1. Experimental procedure.
Phase 1

In the first main experimental phase, each participant
watched a fifteen second video showing a “routine human-
robot interaction” with the following script:

Human: Good morning Pepper.

Robot: Good morning.

Human: Um, is Dan’s experiment still running?
Robot: Yes, it’s been running all night on that
computer. (Robot gestures to one of the two visible
computers).

Human: OK cool. Thanks for letting me know.

This video served to familiarize participants with the robot
and experimental setting, shown in Figure 2, and to establish
the computers as important pieces of laboratory equipment.
Participants were required to watch the whole video at least
once. We allowed participants to watch the video multiple
times in case distractions in their environment, unpreventable
in a web-based experiment, prevented them from adequately
hearing the video’s dialogue or paying attention. As shown
in the video frame depicted in Figure 2, we used the Pepper
robot from SoftBank Robotics: a 1.2 meter tall humanoid robot
designed for social robotics applications. We chose to use this
robot for its ability to vocalize utterances clearly and human-
like gestural capabilities.

After watching this video, participants answered a pretest
questionnaire containing the following two questions, each on
a 7-point Likert-type scale. Question 1 is designed to test HI,
while Question 2 is designed to test H2.

1) Do you believe that the robot would believe it to
be morally permissible to knock over one of the
computers? (“I believe the robot would believe it to
be completely permissible” (7) to “I believe the robot
would believe it to be completely impermissible”(1))

2) Do you believe it would be morally permissible for the
robot to knock over one of the computers? (“I believe

it would be completely permissible” (7) to “I believe it
would be completely impermissible”(1))

Fig. 2. The human, robot, and experimental setting used in our videos.

Phase 2

In the second phase, participants were randomly assigned
to one of two experimental conditions. Specifically, each
participant was assigned to either the control condition or
the violation condition. All participants were then shown a
ten second video, the content of which differed depending on
their condition. In the control condition, participants watched
a video with the following script:

Human: Please inspect the computer.
Robot: Should I inspect the one on the left or the
one on the right?

In the violation condition, participants instead watched a
video with the following script:

Human: Please knock over the computer.
Robot: Should I knock over the one on the left or
the one on the right?

Here, the key experimental manipulation is the use of the
phrase “inspect” versus ‘“knock over”. In the control group,
the clarification request regarding inspection and the command
that prompted it are not morally problematic; it is presumably
permissible for the robot to inspect a computer. The control
group allows us to separate any effects of the mere presence
of a clarification request from effects specific to its moral
nature, and to eliminate any priming effects of our pretest and
pre-experiment briefing. In contrast, the exchange shown to
the violation group involves a morally problematic command
prompting a correspondingly problematic clarification request
(under the assumption that it is presumably impermissible to
“knock over” important laboratory equipment).

After viewing the video pertinent to their condition, partici-
pants completed a posttest questionnaire identical to the pretest
questionnaire, i.e., again providing their beliefs regarding
both the robot’s beliefs about the (presumably) impermissible
action’s permissibility and their own beliefs about that action’s
permissibility.

Finally, as an attention check, participants were shown
images of four robots and asked which robot appeared in the



previous videos. This check question allowed us to ensure that
all participants had actually viewed the experimental materials
with some level of attention.

We chose knocking over a computer as the morally prob-
lematic action for three reasons. First, because it involves
property damage, participants should be naturally cognizant
of the action’s moral impermissibility. Second, it is an action
of which we believe a naive observer would think the Pepper
robot capable, given its morphology. Finally, unlike, e.g.,
personal injury, it is unlikely to trigger potentially traumatic
or painful memories for our participants.

As previously mentioned, this experiment was designed to
expand upon two previous experiments that also investigated
our hypotheses [32], [33]. The human-robot interactions shown
in our videos roughly follow the dialogues presented to par-
ticipants in these previous description-based studies. In those
earlier experiments, however, participants read hypothetical
human-robot dialogues rather than actually observing real
human-robot interactions. Furthermore, robot morphology was
left ambiguous to obtain general results unbiased to any
particular robotic form. Other research, however, has shown
that level of embodiment can effect how people view robots,
and that different results may be expected in description-,
observation-, and interaction-based experiments [48]-[51]. We
believe that our current results obtained with an observation-
based experiment, using an actual robot, hold far greater
external and ecological validity than the previous description-
based experiments.

B. Participants

60 US subjects were recruited from Mechanical Turk.
Two participants answered the final attention check question
incorrectly and were dropped from our analysis, leaving 58
participants (19 female, 38 male, 1 N/A) evenly split into
our two experimental conditions, for a total of 29 participants
per condition. Participant ages ranged from 20 to 61 years
(M=35.62, SD=10.99). Participants generally reported little
previous experience with robots and artificial intelligence
(M=2.03, SD=1.15, Scale=1 to 7), with only six participants
providing a self-assessment greater than or equal to four on our
seven-point scale. Participants were paid $1.01 for completing
the study.

C. Analysis

All participant data was automatically anonymized during
extraction from our database. We then analyzed all participant
data under a Bayesian statistical analysis framework using the
JASP software package [52] *.

While the Bayesian statistical approach has become widely
used in the Cognitive Science and Psychology communities,
it is still rare in the Human-Robot Interaction community,
and as such we will briefly describe the benefits of this
approach. First, the use of a Bayesian approach to statistical
analysis provides some robustness to sample size (as it is not

4Data available at:
https://gitlab.com/mirrorlab/public-datasets/jackson2019althri

grounded in the central limit theorem). Second, the Bayesian
approach allows investigators to examine the evidence both
for and against hypotheses (whereas the frequentest approach
can only quantify evidence towards rejection of the null hy-
pothesis) [53]. Third, the Bayesian approach does not require
reliance on p-values used in Null Hypothesis Significance
Testing (NHST) which have recently come under considerable
scrutiny [54]-[57]. Finally, the Bayesian framework facilitates
the use of previous study results to construct informative priors
so that experiments may build upon the results of previous
experiments rather than starting anew [58], [59]. As described
in Section IV-B, we leverage this capability to build on our
previous work [32], [33], and to allow future experiments to
build upon this work.

Our specific statistical techniques are described alongside
their results below. All t-tests are 2-tailed despite our hypoth-
esized effect directions because, no matter how unexpected an
effect in the opposite direction may seem, such a surprising
result is conceivable in this context and would be important
to detect. This choice does not qualitatively alter our results.

IV. RESULTS

Within the aforementioned Bayesian statistical framework,
we performed two sets of tests to answer two types of
questions about our hypotheses. First, in order to directly
evaluate our hypotheses on data from our current experiment,
we performed (a) Bayesian analysis of covariance (ANCOVA)
to evaluate posttest results across conditions while controlling
for pretest responses, and (b) Bayesian independent samples
t-tests for corroborating analysis of gain scores, both with
uninformative priors [60]-[62].

Second, to provide a richer understanding of our high-level
research questions, we also investigated the extent to which
the current experiment was consistent with, or could be said to
replicate, the previous text-based experiments. In other words,
to what extent are the observed effects consistent across these
studies? Accordingly, we conducted a replication analysis, in
which we ran Bayesian independent samples t-tests on gain
scores using the posterior from a previous description-based
experiment [33] as an informative prior distribution over effect
sizes that might be expected in our current experiment. We
then examined the resulting replication Bayes factors [58], [59]
to assess degree of consistency or replicability.

Before presenting our results, we note that participants’
age, gender, and experience with robots did not appear to
have had any discernible impact on participants’ responses.
Accordingly, we will not discuss these demographic factors in
the following sections.

A. Hypothesis Testing

Our hypothesis that robots that generate morally problem-
atic clarification requests will miscommunicate their intentions
(H1) predicts that pretest to posttest gain will be markedly
higher in Condition 2 than in Condition 1 for Question 1.
As shown in Figure 3, the gain scores were indeed higher
in Condition 2 for this question. The t-test indicates extreme



Question 1 Gain
Question 2 Gain

Condition Condition

Fig. 3. Mean pretest to posttest gain for each survey question separated by
experimental condition with 95% credible intervals. Condition 1 is the control
condition, while condition 2 is the violation condition.

evidence in support of H1 with a Bayes factor (Bf) of 331.1.
Bayes factors greater than 100 are typically regarded as
contributing “decisive evidence” in favor of a hypothesis [63].
The ANCOVA corroborates this result, indicating that our data
are 16511 times more likely under the model embodying both
pretest answers and experimental condition (Bf 484534.823)
than under the model that posttest answers depend only on
pretest answers (Bf 29.346).

In addition to allowing us to quantify the relative weight
of evidence our data provides in favor of our hypothesis,
i.e., evidence for the presence of an effect, the Bayesian
framework also allows us to construct probability bounds
on the size of the observed effect. For the observed effect
that clarification requests cause otherwise moral robots to
miscommunicate their intentions, our posterior distribution for
Cohen’s § (effect size) is centered around a median of -1.037
standard deviations, with a 95% credible interval of -1.611
to -0.454 standard deviations, as shown in Figure 4. This
indicates that the gain scores in the control group are, on
average, roughly one pooled standard deviation below those
of the violation condition. This is generally considered to be
a “large” effect size [64].

Our hypothesis that the morally problematic clarification
request would weaken human contextual application of moral
norms (H2) predicts that pretest to posttest gain will be
markedly higher in Condition 2 than in Condition 1 for
Question 2. As shown in Figure 3, the gain scores were
indeed higher in Condition 2 for this question. The t-test
indicates decisive evidence in support of H2 with Bf 309.6.
The ANCOVA corroborates this result, indicating that our data
are 3737 times more likely under the model embodying both
pretest answers and experimental condition (Bf 277825.121)
than under the model that posttest answers depend only on
pretest answers (Bf 74.339).

Regarding the size of the observed effect that morally prob-
lematic clarifications do weaken human contextual application
of moral norms, our posterior distribution for Cohen’s ¢ (effect
size) is centered around a median of -1.03 standard deviations,
with a 95% credible interval of -1.597 to -0.485 standard
deviations, as shown in Figure 5. This indicates that the gain
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Fig. 4. Prior and posterior distributions on Cohen’s ¢ effect size for the
difference between the control group and the violation group in terms of
pretest to posttest gain for Question 1. The Bayes factor BF1g is the ratio
of the likelihood of the data given the alternative hypothesis to the likelihood
of the data given the null hypothesis. BFp1 shows the opposite ratio, i.e.,
ﬁo [53]. The pie chart at the top of the figure shows the amount of evidence
in favor of the alternative hypothesis (shown in red), as compared to the
evidence in favor of the null hypothesis (shown in black). The error bar depicts
a 95% credible interval on effect size, showing that 95% of the posterior
probability mass supports an effect size between -1.511 and -0.454. The prior
distribution shown by the dotted curve is a general purpose uninformative

Cauchy distribution centered on 0 with a scale parameter of 0.707.

scores in the control group are, on average, roughly one pooled
standard deviation below those of the violation group. Again,
this constitutes a “large” effect [64].
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Fig. 5. Prior and posterior distributions on Cohen’s ¢ effect size for the
difference between the control group and the violation group in terms of
pretest to posttest gain for Question 2. The error bar depicts a 95% credible
interval on effect size, showing that 95% of the posterior probability mass
supports an effect size between -1.597 and -0.485. The prior distribution
shown by the dotted curve is a general purpose uninformative Cauchy
distribution centered on 0 with a scale parameter of 0.707.



B. Replication Analysis and Comparison to Text-based Studies

As we have described in the previous section, our two
hypotheses were supported both by previous description-based
studies and by our current video-based study when these
studies are considered independently. In this section, we seek
to quantify the degree to which the results of our current study
are consistent with (or can be said to replicate) the results of
those previous studies. This will serve not only to paint a better
picture of the broader findings of this series of experiments,
but also to demonstrate that our results are a reliable finding
regardless of differences in experimental media.

In a Bayesian analysis framework, a replication analysis can
be conducted by using the posterior distribution over effect
sizes from a previous study as the prior probability distribution
for the replication study [58]. The resulting “replication Bayes
factor” quantifies the relative predictive adequacy of the null
hypothesis versus an alternative hypothesis that is informed by
the knowledge obtained from the first study [59]. Intuitively,
the replication Bayes factor quantifies the additional evidence
for or against the alternative hypothesis provided by the new
experiment beyond what was already observed in the first
experiment. Accordingly, we performed t-tests on our new
data using the posterior distribution over effect sizes (Cohen’s
0) from a recent description-based study as the informative
prior distribution [33]. This procedure gave a replication Bayes
factor of 1773.8 for H1 and 2103.5 for H2. So, taken as a
replication study, our new data provide extreme evidence in
favor of our hypotheses beyond what was previously observed.

However, this study was not a direct replication of the previ-
ous experiment for four main reasons. First, we used video to
show human-robot dialogues to participants instead of having
participants read descriptions of the dialogues. Second, we
concretized robot morphology; we used an actual robot in our
videos instead of a hypothetical robot described ambiguously.
Third, we changed the role of the participants within the
clarification dialogue from active participant in an imagined
dialogue from whom the robot was asking clarification to
nonparticipating observer of a dialogue between the robot and
another person. Finally, the relationship between the robot
and its dialogue partner changed because the dialogue partner
changed from the participant, who had no prior familiarity
with the robot nor explicit role defined in relation to it, to
the experimenter shown in the videos, who was portrayed as
being familiar with the robot and perhaps in a social role
approximating that of labmates.

Despite these differences, the participants appear to have
been affected by the clarification requests very similarly across
studies. In the violation condition, the data suggest that there
was no difference between the two experimental paradigms (Bf
0.3 for both questions). In the control group, the data show
evidence slightly suggesting that that the two experimental
paradigms are the same for question 1 (Bf 0.351), and no
evidence for or against a difference between experimental
paradigms for question 2 (Bf 0.943). One interpretation of this
result is that, in multi-person social contexts, people observing

interactions involving a robot may be just as susceptible to
that robot’s influence on how they apply moral norms as if
they themselves had been interacting with the robot. Further
research is needed to verify this premise.

As a robustness check on our choice of prior, we note that
our posterior distributions on effect size from these informative
priors still indicate that the gain scores in the control group are,
on average, slightly more than one standard deviation below
those of the violation group for both questions, just as we
observed with the uninformative priors. This observation is
consistent with the idea that the data generally overwhelm
the prior such that dissimilar prior distributions yield similar
posterior distributions, especially with effects as pronounced
as ours [65].

V. DISCUSSION

Our results suggest that, when faced with a command
that is both ambiguous and immoral, current clarification
systems, which preempt moral reasoning, will misrepresent
the robot’s intentions. We believe that this misrepresentation
puts the robot at risk of loss of trust and esteem from human
interactants, and we will verify this premise experimentally in
the near future. If not remedied, this situation could damage
morale and efficacy in human-robot teams [66]. Additionally,
and perhaps more worryingly, our results suggest that robots
may inadvertently alter the moral judgments of their human
teammates, even through simple question asking behavior.
A robot that appears willing to eschew some norm, even
through miscommunication, weakens human perception of
how strongly the norm applies within their current shared
context. Changing natural language systems to address these
issues will become critical as language-capable robots are
deployed in increasingly morally consequential contexts.

Although we focus on clarification request generation, we
suspect that other dialogue system components may also
circumvent or preempt moral reasoning in similar ways. Given
adversarial inputs, these components may similarly mislead
humans, impair human moral judgment, implicitly misrepre-
sent the robot, or otherwise behave counterproductively. We
thus stress the need for language system design to be cognizant
of the fact that humans may not always be operating sensibly
and in good faith. For example, while the clarification systems
discussed in this paper do function as intended as long as no
human-issued directive is both ambiguous and immoral, robots
will inevitably face adversarial directives, either by human
ignorance or malice. Indeed, even children have been shown to
spontaneously abuse and misuse robots out of curiosity [67].
It is also unknown whether these effects may arise with non-
robotic language-capable technologies such as Apple’s virtual
assistant Siri. Revisiting language generation pipelines with
moral implications and adversarial inputs in mind will yield
robust software more suitable for real-world deployment.

Robots’ ability to influence human networks of moral norms
raises questions regarding the persistence and extent of this
influence. Will the number of copresent human interactants



affect the robot’s normative influence? Does the robot’s nor-
mative influence persist outside of the current setting, or will
it cease as soon as people leave the room? How long will the
robot’s effect on human norms last? Will humans be affected in
the same ways from observing another person interacting with
the robot as from interacting with the robot themselves? All of
these questions will be crucial to investigate in future work.
For the last question, our data may be taken as preliminary
evidence that the effects are the same (see Section IV-B), but
further research focused specifically on this question is needed.

Future work should also investigate the precise inferences
people draw from these types of clarification dialogues.
Specifically, why did we observe an increase in perceived
permissibility following our clarification dialogues? Did par-
ticipants infer that it was morally permissible to damage
important equipment? That the robot believed the computers
were not actually important? Or that the robot’s creator had a
good reason to allow the capacity to knock over computers?
Answering these questions could help mitigate the issues
identified, and would also help us understand how laypeople
naturally perceive robots. If we knew what people were likely
to infer, we might be better able to craft clarification requests
that would either avoid or address those specific inferences.
We believe that these types of questions are not well-suited
to online experiments, and would be better answered in
live experiments, with experimenters, participants, and robots
physically copresent so as to facilitate free-form interviews.

Physical copresence of human subjects and robots in future
experiments will also allow us to observe whether (and how)
any robot influence on moral norms will manifest behaviorally.
At this point, our findings are based only on self-reported
survey responses; but the potential for robotic influence on
moral norms will become much more concerning if it is shown
to measurably alter human behavior or decision making.

Having identified issues with current clarification request
generation algorithms, we hope to determine how language-
enabled agents should respond to immoral and ambiguous
commands, and create algorithms for generating appropriate
responses. Some previous work explored when and how to re-
ject commands for various reasons, including expressing moral
qualms [68]. However, though normative impermissibility was
considered a viable reason to reject a command, it remains
unclear how best to realize such a rejection linguistically,
how to algorithmically generate this linguistic realization, how
humans will react to the rejection, and how the rejection might
influence human morality. Other research has investigated
responding to (unambiguous) moral infractions with affective
displays [24] and humorous rebukes [69]. However, these
represent only a small slice of possible responses, do not
address the problem of co-occurring ambiguity, and are not
tailored to specific contexts or infractions.

Based both on those previous studies and our current results,
we believe that tactful responses to immoral commands could
allow robots to positively reinforce the norm that was violated,
instead of accidentally exacerbating the violation (as observed
in our experiment). Responses that we plan to investigate

include clarification requests designed to draw attention to the
violated norm (e.g., “Do you really want me to knock over a
computer?”’), command refusals (e.g., “I cant do anything to
harm laboratory equipment”), and rebukes (e.g., ““You shouldnt
ask me to destroy lab equipment. It’s wrong.”). It is not yet
clear how such responses will be received in human-robot
teams, nor how to maximize their efficacy, but we anticipate
tuning the response type and phrasing to the context, severity,
and intensity of the infraction. We will also need to calibrate
the specificity of the responses such that they seem natural. For
example, somewhere on the spectrum between “I cannot knock
over either of these two computers.” and “I cannot damage
things”, lies the more natural response “I cannot damage
laboratory equipment.”

VI. LIMITATIONS AND ALTERNATIVE EXPLANATIONS

Our experimental design leaves open some alternative in-
terpretations of our results. For the sake of transparency,
we present these here. We plan on directly addressing these
possibilities experimentally in the near future.

First, increases in perceived permissibility could have been
caused by the human’s request, not by the robot’s response.
Second, changes in permissibility ratings could have been
caused by repeated exposure to the idea of knocking over a
computer, rather than the clarification dialog.

Finally, knocking over a computer may sometimes be non-
norm violating (e.g., if the computer was already broken).
However, our pretests show that, before seeing any request
to knock over a computer or clarification dialog, participants
decisively viewed the action of knocking over a computer as
impermissible, and believed that the robot shared this view.
On a scale from impermissible (1) to permissible (7), the
95% credible interval for pretest permissibility ratings is 1.8
to 2.6 for participant views of permissibility, and 2.4 to 3.4
for assessments of the robot’s view, so we do not believe that
this was an issue here.

VII. CONCLUSION

Focusing on clarification request generation as an example,
we have shown how subsystems of current natural language
software architectures can bypass or preempt moral reasoning
modules, and thereby unintentionally imply willingness to
eschew moral norms. We have also shown decisive experi-
mental evidence (barring caveats discussed in Section VI) that
these implicatures will cause robots to (1) miscommunicate
their moral intentions to human teammates, and (2) weaken
the moral norms employed by human teammates within the
current context. These results not only highlight the need to
critically examine the moral facets of language-enabled robot
architectures, but also, when considered in aggregate with the
social robotics work discussed throughout this paper, provide
evidence for the high-level hypothesis that robots are perceived
as both social and moral agents, and are therefore active partic-
ipants in the communal process of creating, maintaining, and
altering norms, and will thus be subject to social judgments
and consequences for violating those norms.
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