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ABSTRACT
In this paper, we consider the technology literacy needs of human
communities pertaining to robots’ moral agency and moral com-
petency. We consider how user communities will need to make
judgements about when to attribute moral agency to robots, create
policies based on this understanding, and make choices on behalf of
others about robots’ involvement in their lives. We propose that the
technology literacy benchmarks in Project 2061 offer a compelling
set of guidelines for empowering users to make informed, compe-
tent judgments about how morally capable social robots ought to
participate in their lives.
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1 INTRODUCTION
Social will inevitably encounter a variety of morally fraught situa-
tions. Robots may be given unethical commands [21]. They may be
bystanders to abusive language or harmful behavior [23, 24]. They
may even have the opportunity to confront societal biases [46, 47].
Researchers have argued that robots need to be able to appropriately
respond to these situations, as failure to do so will, at minimum,
risk tacit acceptance of these observed norm violations [7, 23].

In order to respond to these violations, robots may need to have
capabilities associated with agency, such as autonomy, interactivity,
and adaptability [12]. By having the language capabilities needed
to respond to these violations, robots may additionally be seen as
capable of morally and socially consequential actions, giving them
moral and social agency [22] as well. Critically, moral and social
agency may come with expectations of moral competence [29].

Researchers have explored robotic moral agency and competence
from a variety of perspectives—from philosophical and ethical the-
ories [12, 49, 50], moral psychology [25, 29] and algorithm design
[3, 44]. Human-robot interactions involving moral norms are im-
pacted by roles and relationships [43], gender [23, 47], affect [6], and
linguistic politeness [15, 16, 37]. This body of work has established
many considerations for how to maximize the benefits and mini-
mize the harms in morally fraught robot interactions. However, it
is also critical for roboticists to consider the implications of morally
capable social robots beyond the level of individual interactions.

Technology and society continually and mutually shape [36] and
mediate [40] one another. Researchers [11, 34] and policymakers
[14, 45] have thus called for more broader sociotechnical perspec-
tives on our future with robots. Such perspectives emphasize social,
legal, emotional, or institutional externalities. In line with this need
for broader sociotechnical perspectives, we ask: how might we

support communities in making good judgements about the moral
agency and moral competence of robots?

Fundamentally, humans must make judgements about the ex-
tent to which robots are social, moral, and intelligent others [42].
One way to support users in making accurate judgements about a
robot’s capabilities is to follow the design principle of transparency,
the idea that technology can communicate its inner workings, ca-
pabilities, and limitations to users [2]. HRI researchers [1, 41], as
well as policymakers [10], have explored how transparent systems
can support users. This kind of information can help people ac-
cept robots [26], maintain better Situation Awareness [5, 9], build
accurate mental models [4, 27, 48], and calibrate their trust [1, 35].

Those who are more informed of robots’ capabilities and limita-
tions can make better judgements about how to understand, use,
and trust them. However, for many future robot users, decisions
about whether and when to use and trust robots may happen be-
fore those users have the chance to interact with a given robotic
technology. People will need to choose which robotic platforms to
purchase, and what kind of initial role that platform will be given
within their use context. These judgements must be made before
users have much experience interacting with the system and ob-
serving it at the user’s level of abstraction [22]. Even if a robot is
transparent about its capabilities during interactions, users may not
have access to this information to help them make initial decisions
about purchasing, using, and trusting the system.

We argue that supporting user communities and institutions to
evaluate morally capable social robots can be understood through
the lens of technology literacy. We explore what it might mean
for a user community to be technologically literate with respect to
artificial moral agents and to make good judgements and decisions
about the role morally agentic robots can or should play in their
spaces. We ask the question: How can we support the users of morally
capable robots in building accurate understanding, calibrating trust,
and making decisions at the level of institutions, communities and
societies? We then present a set of selected technology literacy
benchmarks, adapted from those in the American Association for
the Advancement of Science “Project 2061” [31]. A community in
which members are technologically literate with respect to artificial
moral agents can make good decisions about whether, when, and
how such technology should participate in their spaces.

2 USER COMMUNITIES MAKE JUDGEMENTS
ABOUT MORAL AGENTS

In the future, people ought to be empowered tomake good decisions
about whether, when, and how to engage with morally capable so-
cial robots. Technology literacy can prepare user institutions and
communities to make good judgements about such technology, be-
fore they have the opportunity to interact consistently with it. For
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example, consider the community of teachers, administrators, and
parents at a school. Suppose this group is responsible for making
decisions about which robotic platform to purchase for their class-
rooms (or whether to purchase one at all). They must weigh the
benefits of such technology to provide assistance and support to
children [18, 38] against the potential harms, such as deception
[19, 39]. Suppose the school is particularly sensitive to the potential
for moral harm, and prioritizes selecting a classroom robot with
moral competence. They are aware that their classroom robots will
likely confront moral norm violations, and wish to select a robot
that can model fair and morally appropriate behavior.

An informed, technologically literate perspective can help those
in the school make reasonable attributions of robots’ moral agency,
understand their implications, and create effective policies about
robots. Here, we explore three fundamental decisions within this
process that stakeholdersmustmake. First, theymust decidewhether
to attribute moral agency to a robot and form expectations of its
moral competence. Then, they must decide what role the robot
should play in their particular context.

2.0.1 Evaluating News & Advertising. Stakeholders at the school
will need to make initial judgements about which robot is right
for them. Importantly, these judgments and purchasing decisions
will happen before they have the benefit of in-person experience
interacting with and observing the system at the user’s level of
abstraction [22]. This means that stakeholders will likely rely on
news and advertising about robotic technology in order to form
their initial mental models of its capabilities—deciding which avail-
able platforms seem to have moral agency, and trying to decide
which one has the moral competence to be successful navigating
the moral norms and fraught situations it might encounter in their
classrooms. Technology literacy can help those at the school assess
the accuracy and credibility of these sources. This may involving
identifying reasonable or sensationalized news, or identifying valid
or suspect claims in advertising for new robotic products.

For example, consider how those with a good understanding
of the strengths and weaknesses of social technology can identify
suspicious claims in advertising. Suppose a school administrator is
compiling their initial list of options for potential classroom robots.
Some of the claims made by such companies might be exaggerated.
They might claim their robots always tell when humans are being
polite or rude. They might claim their robot can read children’s
facial expression to tell what they are feeling. Both of these capa-
bilities might be important input to help a robot’s moral reasoning;
however, both politeness detection [17, 20] and children’s emo-
tion classification [8] are incredibly difficult, unreliable problems.
Strong technology literacy, such as the intuition that robots often
struggle with the more nuanced and context-dependent parts of
social interaction, may help the administrator avoid taking these
claims at face value, and encourage their team to dig deeper into
the robots’ real capabilities. Technology literacy surrounding moral
agency and moral competence could similarly allow communities
to understand whether a robot could really respond to violations;
and to understand the effects of placing such a robot into their
classroom, regardless of whether or not it actually intervenes.

2.0.2 Creating & Revising Policies. Stakeholders at the school will
likely also set up procedures and policies for how to use their

morally capable social robots before interacting with them. Their
understanding of artificial agents and judgements about moral
agency will inform these policy decisions about blame and account-
ability [28, 33]. On the broadest scale, they may have the opportu-
nity to vote on laws or policies concerning the regulation of robotic
technology. They may also be involved in creating, revising, or
approving policies at an institutional scale.

For example, once the school has selected a robotic platform to
purchase as their in-classroom robotic companions, they will likely
need to create some basic policies and procedures about whether
and how to use the robots. Technology literacy can help them create
effective polices. For example, teachers may understand that they
should temper their trust in robots when it comes to navigating
certain moral norms. There may be some morally fraught situations
that teachers trust robots to handle on their own, such as encour-
aging students to follow a conflict resolution procedure when they
become upset during a collaborative task [24, 38]. However, there
may also be other morally fraught situations that teachers do not
trust the robot alone with, and would intervene or supervise. This
may include much more complex situations with more potential
for harm, such as instances of bigotry or bias [23, 46]. Technology
literacy can help stakeholders create policies about what a morally
capable social robot’s role should be and when it should be trusted.

2.0.3 Making Choices on Behalf of Others. In the future, people
may need to make decisions on behalf of other members of an insti-
tution, community, or society regarding the role of morally capable
robotic technology. Families may need to make decisions about
whether to invest in robotic assistance for a relative. Leaders of
professional teams may be involved in decisions about social robots
on behalf of their employees. Their understanding of robots’ moral
capabilities, and the limits of these capabilities, will guide such
decisions. This may be especially true for vulnerable populations,
who may not be able to make decisions for themselves.

For example, parents of children at the school might be given
the opportunity to decide on behalf of their child if they consent
to having their child interact with a classroom robot unsupervised.
Technology literacy can help them accurately weigh the pros and
cons of child-robot interaction, even if parents have little opportu-
nity to interact with the robot themselves.

2.1 Project 2061 Technology Literacy Guidelines
In the previous section, we explored examples of the decisions that
user institutions and communities may make about morally capa-
ble robotic technology, before having the chance to build mental
models of its capabilities through real interaction. If roboticists are
to support communities in making good judgements, then they
should support these communities technology literacy. Here, we
present a set of scientific literacy guidelines from Project 2061, and
propose that they offer a strong foundation upon which to imag-
ine technologically literate user communities who are prepared to
make good judgments about morally capable social robots.

Project 2061 is a scientific literacy initiative by the American
Association for the Advancement of Science [30, 32]. The project be-
gan after the 1985 passage of Halley’s Comet, and aimed to prepare
children to evaluate the scientific and technological changes they
should expect to see before the comet returns in 2061 [31]. Project
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2061 has since expanded to include several technology education
initiatives, and the guidelines themselves were updated in 1993 and
2009 to reflect technological advancement [13].

Here, we present a subset of Project 2061 guidelines on “The
Nature of Technology.” We selected these guidelines for relevance
(For example, we discarded those relating to the job opportunities
available in technology). The complete list is available in [13]. We
argue that people who have a strong understanding of these con-
cepts would be prepared to make competent judgements about the
role of morally capable social robots in their community.

(1) In designing a device or process, thought should be given
to how it will be manufactured, operated, maintained, re-
placed, and disposed of and who will sell, operate, and take
care of it. The costs associated with these functions may
introduce yet more constraints on the design.

(2) The value of any given technology may be different for
different groups of people and at different points in time.

(3) Complex systems have layers of controls. Some controls
operate particular parts of the system and some control
other controls. Even fully automatic systems require human
control at some point.

(4) Risk analysis is used tominimize the likelihood of unwanted
side effects of a new technology. The public perception of
risk may depend, however, on psychological factors as well
as scientific ones.

(5) The more parts and connections a system has, the more
ways it can go wrong. Complex systems usually have com-
ponents to detect, back up, bypass, or compensate for minor
failures.

(6) Social and economic forces strongly influence which tech-
nologies will be developed and used. Which will prevail is
affected by many factors, such as personal values, consumer
acceptance, patent laws, the availability of risk capital, the
federal budget, local and national regulations, media atten-
tion, economic competition, and tax incentives.

(7) In deciding on proposals to introduce new technologies or
curtail existing ones, some key questions arise concerning
possible alternatives, who benefits and who suffers, finan-
cial and social costs, possible risks, resources used (human,
material, or energy), and waste disposal

3 DISCUSSION AND FUTURE IMPLICATIONS
The Project 2061 technology literacy guidelines are advantageous
in an HRI setting because they align strongly with other work
exploring the sociotechnical implications of robots. For example,
the selected guidelines encourage the understanding that economic
or social forces influence technology, and vice versa [36]. They also
emphasize how technology may not evenly distribute its benefits
and burdens among stakeholders [34]. They highlight how there is
always human involvement in designing technology, even when
that technology is highly autonomous or complex.

The Project 2061 guidelines may help a user community to effec-
tively evaluate the moral capabilities of robots. In particular, they
may guide non-technologists in thinking critically about robots’
capabilities in an economic and social context, before making the
financial commitment to purchase them. They may also encourage

stakeholders to emphasize the role and responsibility of technol-
ogists, and to hold them accountable for the potential failures of
autonomous systems. However, these guidelines are broad. They
lead to new research questions about how HRI researchers may
more specifically explore technology literacy in the context of arti-
ficial moral agents. Inspired by Project 2061, roboticists can explore
future research questions about supporting user communities of
morally capable social robots, such as:

• Can we create technology literacy guidelines specifically
about moral agency, robotic moral reasoning, and the ability
of robots to take moral actions?

• What policies might effectively regulate the way future
companies advertise the moral capabilities of their robots?

• How can technologists support communities in making
good judgements about whether or when to use morally
agentic robotic technology?

4 CONCLUSION
We consider the technology literacy needs of communities pertain-
ing to robots’ moral agency and moral competency. We considered
how user communities will need to make judgements about when
to attribute moral agency to robots, create policies based on this
understanding, and make choices on behalf of others about robots’
involvement in their lives. We propose that the technology literacy
guidelines in Project 2061 offer a compelling set of guidelines for
empowering users to informed, competent judgments about how
morally capable social robots ought to participate in their lives.
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