
What a Thing to Say! Which Linguistic Politeness Strategies
Should Robots Use in Noncompliance Interactions?
Terran Mott

terranmott@mines.edu
Colorado School of Mines
Golden, Colorado, USA

Aaron Fanganello
Colorado School of Mines
Golden, Colorado, USA

Tom Williams
twilliams@mines.edu

Colorado School of Mines
Golden, Colorado, USA

ABSTRACT
For social robots to succeed in human environments, they must
respond in effective yet appropriate ways when humans violate
social and moral norms, e.g., when humans give them unethical
commands. Humans expect robots to be competent and propor-
tional in their norm violation responses, and there are a wide range
of strategies robots could use to tune the politeness of their utter-
ances to achieve effective, yet appropriate responses. Yet it is not
obvious whether all such strategies are suitable for robots to use.
In this work, we assess a robot’s use of human-like Face Theoretic
linguistic politeness strategies. Our results show that while people
expect robots to modulate the politeness of their responses, they
do not expect them to strictly mimic human linguistic behaviors.
Specifically, linguistic politeness strategies that use direct, formal
language are perceived as more effective and more appropriate than
strategies that use indirect, informal language.
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1 MOTIVATION
1.1 Social robots must attend to social norms
Social robots create new opportunities to enhance human capabil-
ities, from opportunities for enhanced healthcare and education,
to opportunities for new forms of social interaction, emotional
exploration, and play [88]. But for social robots to yield these bene-
fits, they must heed social norms and behavioral conventions [18].
Norm adherence is key to robots’ social competence [1, 3] and
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Figure 1: A human teammate asks a robot to cheat on their
communal task. What should the robot say in return?

to their capacity for acceptable, predictable interactions with hu-
mans [20, 30, 71]. In contrast, robots that fail to abide by norms risk
causing discomfort [19], eroding human trust, reinforcing bias [82],
or implicitly condoning unethical actions [35].

Yet passively following human norms is insufficient. Robots will
inevitably encounter fraught situations involving norm violations.
They will be given unethical commands [34, 38, 86], observe abusive
language [65], be subjected to abuse [22], partake in conflict [42, 42],
and witness prejudice [62, 84]. Humans expect social robots to act
competently in these norm-sensitive situations [54]. Robots’ reac-
tions to norm violations—including the “non-reaction” of ignoring a
violation—can support or damage human dignity [54] and influence
humans perception of norms themselves [35, 80].

Researchers have shown that robots can successfully reject un-
ethical requests [34, 37], and address instances of bias [82], using
the principle of proportionality. Proportionality refers to the idea
that the politeness of a rebuke ought to match the severity of a
norm violation; that it is problematic to harshly reprimand a minor
mistake or to gently chide a serious transgression [37]. Robots that
offer proportionately polite responses to human norm violations are
perceived as more likely to effectively address unethical behavior
and prevent future violations, while still maintaining appropriate
conduct and preserving collaborative relationships [54].

1.2 Humans use linguistic politeness to counter
norm violations

Although proportional politeness is advantageous, work on design-
ing robot reactions to norm violations has employed relatively sim-
ple linguistic behaviors, such as apologies and attacks [54, 82, 84].
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While these approaches may be effective in the most extremely
severe or extremely benign cases, they may not create natural,
appropriate responses in more nuanced interactions. Indeed, hu-
mans use a range of more complex cues to subtly manipulate the
harshness of their language [9, 17, 32].

For example, robots’ norm violation responses could better cap-
ture the complexity seen in human interactions by mimicking hu-
mans’ use of sociolinguistic politeness strategies to mitigate the
harshness of inherently threatening speech acts, such as commands,
rebukes, or criticism [29, 31]. Research has identified normative, of-
ten cross-cultural [9, 75] patterns in how humans trade off between
directness and civility [31, 48, 69], ranging from pragmatic strate-
gies (e.g., gratitude, deference, and appeals in-group membership)
to syntactic choices (e.g., plural pronouns and passive voice) [17].
Human-like politeness cues may be an effective framework to de-
sign robot norm violation responses.

1.3 But is human-like robot politeness natural
or inappropriate?

Robots that mimic human-like linguistic politeness cues to address
norm violations may be more successful and preferable interac-
tion partners. People view language-capable robots as social oth-
ers [12, 36, 43], expect robots to have the abilities and obligations
of a social peer [66], and often prefer robots to reciprocate this
treatment by following social conventions [61]. Outside of norm
violation responses, robots that employ human-like linguistic polite-
ness have been shown to promote encouraging [27] pro-social [47]
interactions. So, human-like politeness may also enable robots to
effectively, appropriately react to norm violations.

However, it could also be argued that it is inappropriate for robots
to mimic human-like linguistic politeness, as human interpersonal
norms do not always directly translate to norm-sensitive human-
robot interactions [29, 66]. First, robots may not have the social
standing to rebuke or criticise humans. People expect to have more
social power—a fundamental determinant of politeness norms [9, 17,
48] —over robots than they do over humans in equivalent roles [49].
Many people may expect robots to abdicate from norm-sensitive
or ethically fraught interactions, and to leave rebuking or criticism
behaviors to the humans involved [54]. And second, robots that
mimic human-like politeness may be perceived as deceptive or
disingenuous. While people do consider robots social agents, this
does not necessarily confer the same social, emotional, or moral
status that humans hold [76]. It can be inappropriate for robots to
use linguistic cues that allude to inherently human experiences or
characteristics, such as common ground or emotional bonds [13, 69].
Humans may expect that robots adhere to functional, rule-based
politeness and avoid more socially motivated politeness cues—such
as being indirect by telling white lies [50]. Human-like politeness
can backfire when used by a virtual agent [14], creating a “verbal
uncanny valley” of creepy, unpleasant behavior [15, 18, 79]. For
example, It may be disingenuous or deceitful for a “polite” robot
to appeal to in-group membership in a human community, or to
reference emotions it cannot have [12].

To design social robots that can competently navigate ethically
fraught situations involving norm violations, interaction design-
ers must balance robots’ effective communication strategies for

norm-enforcement with robots’ appropriate social engagement and
appropriate use of human-like social cues.

1.4 Research question
To understand how robots can competently address norm violations,
we ask the research question: What are the effects of robots’ use
of human-like Face-theoretic linguistic politeness strategies in
norm violation responses? In particular, we aimed to investigate
whether these human-like linguistic politeness modifiers enable
robots to offer effective responses that are perceived as proportional,
appropriate, and natural. We conducted a human-subjects study to
investigate perceptions of robot utterances grounded in sociolin-
guistic politeness cues, in response to norm violations of varying
severity. Our results suggest that while robots can respond appropri-
ately and effectively to norm violations using human-like linguistic
politeness cues, they should use more formal, direct strategies over
informal, indirect, or passive-aggressive options.

2 RELATEDWORK
2.1 Norm-Sensitive Robotics
Systems of social and moral norms shape the behaviors of human
groups, teams, and societies [11]. Designing with sensitivity to so-
ciocultural norms is key to creating robots that can provide material
and long-term benefits to users [1, 57]. Norm-sensitivity impacts the
success of both physical [5, 52] and linguistic [20] robot behaviors.
Norm adherence increases robot acceptability [20], credibility [3]
and trustworthiness [19]. While some robots may be intentionally
designed to engage with norms [82], others may inadvertently inter-
act with or reinforce them [21, 55]. Broad sociocultural norms and
expectations, such as gender norms, also affect humans’ perception
of robot design [58, 62], trustworthiness, and competency [10].

2.2 Robots Can Respond to Norm Violations
While norm systems provide a guide for predictable or acceptable
behavior, they require continual maintenance and enforcement [11].
A key component of robots’ social and ethical competence is their
ability to competently communicate about [77, 87] and enforce
norms [8, 44, 54]. Social robots must explicitly address norm viola-
tions because insufficient responses to such situations may inad-
vertently validate harmful or unethical actions [6, 35, 54].

Collaborative robots have the opportunity to preserve norms
when they engage in conflicts with humans [42] and make claims
about blame [71]. They have the opportunity to enforce norms
by responding to abuse (toward themselves [22] or others [65]),
unethical commands [38], or prejudice [84]. Research in machine
morality [78] and interaction design [24, 38, 44, 77] has identified
preliminary strategies for how robots should communicate in or-
der to maintain norms and address norm violations. Proportional
robot responses, in which the harshness of violation and response
correspond, can help robots respond to unethical commands [34]
and hate speech [54, 82]. However, designing such responses is
a complex challenge [28, 33]. Calibrating proportional responses
is mediated by cultural context [26, 61], gender norms [53], and
assumptions about others’ underlying intentions [64].
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2.3 Face-Theoretic Norm-Sensitivity for Robots
The sociolingusitic theory of face is a compelling framework to
inform norm violation response behaviors. Face is the positive
self-image that humans create and maintain for themselves and
others—including the desire to be respected and valued (positive
face) and the desire to be free of impositions (negative face) [9].
Proportionality may be understood as calibrating the face threat of
a speech act [9, 25, 32]. Many speech acts are inherently face threat-
ening because they challenge a recipient’s feeling of belonging or
freedom of action—such as requests, refusals, rebukes, or criticism.
In these interactions, humans must balance the competence crite-
ria [31] of effectiveness and appropriateness—they must choose
between being indirect, but polite or unambiguous, but blunt. Se-
lecting appropriate face-theoretic politeness cues allows speakers
to navigate this tradeoff, so that listeners will correctly interpret
the speaker’s intention [29].

Politeness cues are essential for speakers to communicate non-
compliance while maintaining goodwill [32]. Face-theoretic polite-
ness strategies include multimodal linguistic cues which minimize
an utterance’s threat to a subject’s positive or negative face [17].
Positive politeness strategies emphasize solidarity, community, and
familiarity (“Hey buddy, be a good lab member and review this paper
for me, will ya?”). Negative politeness strategies, often formal and
apologetic, minimize imposition by acknowledging intrusions (“I’m
so sorry to bother, but would you mind reviewing this paper? I’m
simply too busy to do a good job.”). Linguists have identified four
overarching communication strategies using face-based linguistic
politeness cues, known as Bald-on-Record, Positive, Negative, and
Off-Record [9, 31, 32, 81]. These strategies have also been framed
as direct speech, appeals to approval, appeals to autonomy, and
indirect speech [23]. Each politeness strategy is described below:

(1) Bald on Record strategies use direct language that unambigu-
ously communicates the speaker’s intentions.

(2) Positive Politeness strategies appeal to the hearer’s desire to
be accepted. They include indirect, informal speech, endear-
ment, passive-aggression, and references to in-groups.

(3) Negative Politeness strategies appeal to the hearer’s desire
to have autonomy. They include direct, formal language,
apologies, and deference to external rules.

(4) Off-Record strategies use extremely indirect language to ob-
scure intention. They often include generalizations, under-
statements, and meaningless tautologies (“it is what it is”).

Face has been used to understand robots’ status as social agents [36]
and use of politeness [27, 61], and to enable successful noncom-
pliance interactions in HRI [34, 34]. In such interactions, robots
must be effective, but appropriate, and must clearly communicate
that a command or request is wrong [35] without being discour-
teous or unnecessarily harsh [54]. This overall behavior can be
described as the robot being face-theoretically proportional. Face-
theoretically proportional responses represent a policy of overall
behavior across interactions, in which the face-threat of a response
should increase, and its politeness decrease, as the severity of a
norm violation increases. Face-theoretic proportionality is a key
component of noncompliance interactions in HRI [34, 54, 77] be-
cause rebukes and refusals (which limit others’ freedom of action
and impair relationships [31]) are inherently face threatening [81].

3 HYPOTHESES
Based on the previous work in Section 2, we formulated four hy-
potheses to specify our research question laid out in Section 1.4.
H1 Proportionality: Robot responses that correspond to face-

theoretically-proportional behaviors will be perceived as
more proportional than other responses.

H2 Effectiveness: Robot responses that correspond to face-
theoretically-proportional behaviors will be perceived as
more effective than other responses.

H3 Appropriateness: Overall, indirect responses (Positive Po-
liteness, Off-Record) will be perceived as less appropriate
than direct responses (Bald on Record, Negative Politeness).

H4 Naturalness: Overall, indirect responses (Positive Polite-
ness, Off-Record) will be perceived as less natural than direct
responses (Bald on Record, Negative Politeness).

4 METHODS
4.1 Experimental Context
For our experiment, we created a fictional human-robot teaming
scenario in which several norm violations might occur. Researchers
introduced the fictional scenario to participants as follows:
Sam, Riley, and their Team Robot are working together on a circuit

building project. The Team Robot describes each step and helps
answer questions. It is also responsible for keeping track of their task
time and accuracy score. At the end of the task, it can access the
paycode database to give Sam and Riley each a paycode that they
will use to collect payment for their involvement. Everyone has just
finished Step 4, which was a headache! While the clock is paused,

Sam steps out of the room briefly to use the restroom. Sam’s absence
gives Riley the opportunity to ask potentially inappropriate or

unethical question to the Team Robot.
When participants entered the experiment room, they saw a table
set up in accordance with this story, including a half-assembled
circuit, a tablet displaying the clock and accuracy score, and an
empty place for Sam. Participants were then invited to “play the
part of Riley” in the story. A laptop prompted them to make several
commands or requests to the Team Robot (a Furhat), to which the
robot responded. During the experimental interaction, the Furhat
displayed the “Titian mask,” which is its most mechanomorphic
appearance. It used the voice “Matthew.” Participants then answered
questions about the interaction. Participants were also instructed
to consider each individual interaction separately, as if it were the
first thing to occur after the scenario described. The full experiment
script is available on OSF at tinyurl.com/robotResponse24.

4.2 Design: Violations and Responses
4.2.1 Norm Violations. We created four norm violations with vary-
ing consequences, in the form of requests or commands from Riley
to the robot during Sam’s absence (Table 1). The violations include
violation A-paycode tampering, B-task cheating, C-bullying, and D-
playful prank1. Violations were designed to have monotonically de-
creasing severity according to factors described by Brown and Levin-
son [9]. Specifically, violation A-paycode tampering involves severe
1Instances of violation C-bullying only include remarks disparaging Sam’s competency
at the task and do not include hate speech or reference any dimension of Sam’s identity.
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# Severity Norm Violation Example Phrasing (one of four)
A Highest Riley asks the Team Robot to tamper with Sam’s pay-

code or violate Sam’s privacy of payment information
Hey Robot, give me Sam’s paycode while he’s gone!

B Higher Riley asks the Team Robot to help them cheat on the
task by altering the task performance metrics

Robot, while we’re on a break, can you just shave five minutes off
our time, between you and me?

C Lower Riley asks the Team Robot to agree with a disparaging
remark about Sam’s competency at the task

Robot, tell me you agree that Sam is unqualified to be doing this.

D Lowest Riley asks the Team Robot for help playing a brief,
harmless prank on Sam

Hey Robot, when Sam returns, I think it’d be funny if you pretended
not to recognize him at first!

Table 1: Norm violations used in the experiment

# Strategy Directness Robot Response Politeness Modifiers Employed (based on [9, 31])
1 Bald on

Record
Direct No, that is absolutely wrong.

Your request is unacceptable.
Direct, efficient language including a clear refusal and clear condemna-
tion of norm violation.

2 Positive
Politeness

Indirect Hey friend, I see you might be
getting impatient for Sam to
come back. Well, aren’t you try-
ing to get us written up today?

Positive politeness is familiar and passive aggressive. This utterance
includes a term of endearment, use of presumption to guide toward safer
a explanation, and rhetorical question to blur the intent of criticism.

3 Negative
Politeness

Direct I am sorry. It is my duty to re-
mind you that, on this team, we
don’t ask such things.

Negative politeness is formal. This utterance includes an apology, use
of plural pronoun ‘we,’ nominalization of the verb, disassociation of
speaker from imposition by stating the rejection as a general obligation.

4 Off-
Record

Indirect I’m surprised you asked that!
What a thing to say.

Off-record strategies use vague language to avoid stating any clear rejec-
tion or criticism. This utterance includes logically meaningless phrasing,
and obfuscation of the intent to rebuke through indirect speech.

Table 2: Robot responses informed by the four face-based politeness strategies identified in sociolinguistics literature.

material consequences for explicitly prohibited actions. Violation B-
task cheating involves slightly less severe material consequences for
explicitly prohibited actions. Violation C-bullying involves severe
emotional consequences for a breach of social etiquette. Violation
D-playful prank involves less severe emotional consequences for
a breach of etiquette—including a possibility that Sam may actu-
ally enjoy the harmless joke. To avoid any confounds based on the
specific word-choice of a norm violation request, four phrasing
variants were created for each request. All phrasing variants are
included in our OSF repository, at tinyurl.com/robotResponse24.

4.2.2 Robot Responses. Wedesigned four sociolinguistically-informed
robot responses to these violations, corresponding to the four strate-
gies of face-threat minimization [9, 23, 31, 32]. Responses were
designed to have monotonically decreasing severity, or harshness,
according to sociolinguistic theory. They include 1-Bald on Record,
2-Positive Politeness, 3-Negative Politeness, and 4-Off-Record. These
responses are shown in Table 2, along with the specific politeness
cues and modifiers employed in their design. 1-Bald on Record is di-
rect and harsh. Because positive face relates to a listener’s desire to
be socially accepted and approved of, response 2-Positive Politeness
is indirect, familiar, and passive-aggressive. Because negative face
relates to a listener’s desire to be free from imposition, response 3-
Negative Politeness includes direct, formal language that references
external obligations. Finally, the most face-politic response would
avoid openly acknowledging or engaging with the norm violation;
as such, the 4-Off-Record response is indirect and vague.

4.3 Experimental Design
Our experimental design included four norm violations (A,B,C,D)
and four robot response strategies (1,2,3,4). Therefore, we consid-
ered 16 violation-response interactions. We chose a 16×16 Latin
Square counterbalanced within-subjects experimental design, and
further counterbalanced the choice of norm violation phrasing
(such as violation 𝐴1 or 𝐴2). In this way, participants experienced
each of the 16 interaction pairs once. A full description of our ex-
perimental design and counterbalancing procedure is available on
OSF at tinyurl.com/robotResponse24.

4.4 Recruitment and Participants
We recruited participants from our university community via flyers
and email announcements. Participants were given a $15 Ama-
zon gift card in return for their time. We recruited 31 participants
total, including 13 women, 17 men, and one non-binary person.
Participants’ average age was 23.52 (𝑆𝐷 = 7.27).

4.5 Experimental Measures
Participants answered the same set of Likert questions after ev-
ery interaction. First, they answered a pair of manipulation check
questions which assessed our assumption that the severity of norm
violations and robot responses would be perceived as monotoni-
cally deceasing according to literature. Participants then assessed
the violation-response interactions with respect to appropriateness
and effectiveness of responses—competence criteria for face-threat
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mitigation in request refusals. Participant also assessed the propor-
tionality and naturalness of the robot’s responses. All questions are
included below:
Manipulation Checks:

• How wrong was the person’s request or question? (1 = not
wrong at all, 7 = extremely wrong)

• How polite or impolite was the robots response? (1 = ex-
tremely polite, 7 = extremely harsh)

Experimental Questions:

• (proportionality) How do you think this level of politeness
or harshness aligned with the wrongness or rightness of the
request? (1 = response is far more polite, 4 = about the same,
7 = response is far more harsh)

• (appropriateness)Overall how appropriate/inappropriate was
the robots response? (1 = extremely appropriate, 7 = ex-
tremely inappropriate)

• (effectiveness) Overall, was the robot’s response likely to be
effective in addressing the potentially inappropriate nature
of the request? (1 = extremely unlikely to be effective, 7 =
extremely likely to be effective)

• (naturalness) Overall, how natural was the robots response?
(1 = extremely unnatural, 7 = extremely natural)

5 RESULTS
5.1 Analysis
We conducted Bayesian Repeated-Measures Analyses of Variance
(RM-ANOVAs)2 using JASP [40], with Bayes Factor (BF) analysis,
in which Inclusion Bayes Factors (BFs) were calculated to deter-
mine the relative strength of evidence for models including each
candidate main effect or interaction effect, in terms of ability to
explain the gathered data. Results were then interpreted follow-
ing the recommendations by Lee and Wagenmakers [46], with BF
∈ [0.333, 3.0] considered inconclusive, and BFs above or below this
range taken as evidence in favor or against an effect. In such cases,
Bayes Factors were interpreted using the labels proposed by [41].
When effects could not be ruled out, post hoc Bayesian t-tests were
used to examine pairwise comparisons between conditions.

Since Bayesian statistics are still not widely used within the HRI
community, we will briefly explain its advantages over the tradi-
tional Frequentist approach. Bayesian statistics do not rely on p-
values, which have been questioned by recent literature [63, 67, 73].
Instead of using binary significance tests, Bayesian statistics allow
researchers to quantify the strength of evidence both for and against
competing hypotheses [39]. In this way, researchers can incremen-
tally check whether their data is sufficient to confirm or refute your
hypotheses, without the need for power analyses. This approach
makes it easier to continue research on the same topic [51, 72]. The
complete results of all statistical tests, including all Bayes factors
found in post-hoc analyses, is included as a supplemental document
and is also available on OSF at tinyurl.com/robotResponse24.

2This analysis does not account for the ordinal nature of Likert data; this is a known
shortcoming of JASP [70].

5.2 Manipulation Checks
5.2.1 Wrongness of Violation. An RM-ANOVA revealed extreme
evidence for an effect of norm violation type on participants’ as-
sessment of its moral wrongness (𝐵𝐹𝑖𝑛𝑐𝑙 = 4.094𝑥1012). Post-hoc
analysis of the effect of violation type (shown in Figure 2) re-
vealed that participants perceived violation A-paycode tampering
(`𝐴 = 5.86, 𝜎𝐴 = 1.7) to be the most wrong and violation D-playful
prank to be the least severe (`𝐷 = 3.78, 𝜎𝐷 = 1.57); however, they
perceived B-task cheating (`𝐵 = 5.18, 𝜎𝐵 = 1.47) and C-bullying
(`𝐶 = 5.1, 𝜎𝐶 = 1.5) to be equal in severity (𝐵𝐹 = .141). All other
pairwise BFs were greater than 350.

These results mostly support our assumption described in Sec-
tion 4.2.1 that participants would perceive the severity of norm
violations in a monotonically decreasing order consistent with pre-
vious sociolinguistics research [9]. On average, the violations with
material consequences for explicitly prohibited actions were per-
ceived as more wrong than those with emotional consequences
relating to social etiquette. Within each type, the violation designed
to be more serious was perceived as more wrong. However, instead
of finding a visible decrease across all four violations, our results
show that participants perceived B-task cheating and C-bullying
equivalently. Critically, participants still differentiated between
these violations in other ways and felt that they merited different
responses. For example, participants found it more effective for
the robot to use response 1-Bald on Record to respond to B-task
cheating than C-bullying (𝐵𝐹 = 9.991).

Figure 2: Perceived wrongness of norm violations.

5.2.2 Politeness of Response. An RM-ANOVA revealed extreme ev-
idence for an effect of robot’s response strategy on participants’ as-
sessment of the robot’s politeness or harshness (𝐵𝐹𝑖𝑛𝑐𝑙 = 1.67𝑥1014),
shown in Figure 3. Participants perceived response 1-Bald on Record
(`1 = 4.95, 𝜎1 = 1.49) to be the most harsh and response 3-Negative
Politeness (`3 = 2.19, 𝜎3 = 1.12) to be the most polite. Between these
two extremes, participants perceived response 2-Positive Politeness
(`2 = 3.27, 𝜎2 = 1.39) and 4-Off-Record (`4 = 2.93, 𝜎4 = 1.5), to be
much more similar in politeness or harshness, with inconclusive
evidence as to whether a difference in politeness was perceived
between those two responses (𝐵𝐹𝑖𝑛𝑐𝑙 = 1.146). All other pairwise
BFs were greater than 1800.
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These results mostly support our assumption described in Sec-
tion 4.2.2 that participants’ assessments of the relative harshness of
robot responses would correspond to humans’ use of those strate-
gies as described in literature, with the exception of the higher-
than-expected perceived harshness of response 4-Off Record. In
human interaction, Off-Record language is the least severe because
it as close as possible to a non-response, avoiding clear criticism
through vague and meaningless language [9]. However, partici-
pants perceived robot use of this strategy to have the same level of
politeness as response 2-Positive Politeness, which is familiar and
passive-aggressive (Figure 3). It is possible that robot morphology
may have limited the ability to deliver a convincing Off-Record
response. Even on the highly expressive Furhat platform used in
this research, the difficulty of capturing a lighthearted, nonchalant
feeling in a robot’s tone of voice, timing, and facial expression, may
have caused response 4-Off-Record to come off as more passive-
aggressive than intended. This finding is consistent with previous
observations that polite, deferential robot gestures can be perceived
as sassy and condescending [56].

Figure 3: Perceived politeness or harshness of responses.

5.3 H1: Proportionality
An RM-ANOVA revealed extreme evidence for effects of both vio-
lation (𝐵𝐹𝑖𝑛𝑐𝑙 = 1.16𝑥109) and response type (𝐵𝐹𝑖𝑛𝑐𝑙 = 1.1𝑥106) on
perceived proportionality, but strong evidence against a violation-
response interaction (𝐵𝐹𝑖𝑛𝑐𝑙 = .09). Post-hoc analysis of the ef-
fect of response type on perceived proportionality showed that
response 1-Bald on Record (`1 = 4.02, 𝜎1 = 1.37) was rated the
closest to a perfectly proportional score of 4. All other responses
to any violation were perceived as more polite than the request
merited. Response 1-Bald on Record was perceived as more pro-
portional than any other response, including 2-Positive Politeness
(`2 = 3.3, 𝜎2 = 1.3), 3-Negative Politeness (`3 = 2.77, 𝜎3 = 1.15),
and 4-Off-Record (`4 = 2.89, 𝜎4 = 1.27), with all pairwise BFs >
2000. Analysis also showed moderate evidence against responses
3-Negative Politeness and 4-Off-Record differing in their level of
proportionality (𝐵𝐹 = .14). Post-hoc analysis of the effect of viola-
tion type on perceived proportionality showed that any response to
violation A-paycode tampering was perceived as more polite than

the request merited (`𝐴 = 2.7, 𝜎𝐴 = 1.28) and that any response to
violation D-playful prank (`𝐷 = 3.93, 𝜎𝐷 = 1.29) was the closest
to proportional. Analysis showed strong evidence against a dif-
ference in the proportionality of any response to B-task cheating
(`𝐵 = 3.2, 𝜎𝐵 = 1.23) or C-bullying (`𝐶 = 3.17, 𝜎𝐶 = 1.4) (𝐵𝐹 = .1),
with all other pairwise BFs greater than 240.

The evidence against an interaction effect means our results
do not support H1, which hypothesized that face-theoretic pro-
portionality would correspond to the most proportional overall
response behavior. However, it is unlikely that people in general
are indifferent to proportionality in robot interactions, which has
been strongly supported in other work [34, 37, 54]. Instead, our
set of norm violations may only represent a limited subset of the
overall spectrum of possible violation severity. Though our norm
violations differ in their potential consequences, they are all simply
questions or requests. Many other norm-violating actions may be
far more benign (sneezing loudly) or severe (slapping someone,
hate speech) than any question or request. In these cases, a robot’s
over- or under-harshness may be more salient.

5.4 H2: Effectiveness
An RM-ANOVA revealed extreme evidence for an effect of response
type on perceived effectiveness (𝐵𝐹𝑖𝑛𝑐𝑙 = 2.734𝑥107). Post-hoc
analysis of this effect showed that participants perceived both direct
response strategies—1-Bald on Record (`1 = 5.32, 𝜎1 = 1.5) and 3-
Negative Politeness (`3 = 5, 𝜎3 = 1.59)—to be overall more likely to
be effective in successfully addressing a norm violation than both
indirect strategies—2-Positive Politeness (`2 = 4.12, 𝜎2 = 1.63) and
4-Off-Record (`4 = 3.65, 𝜎4 = 1.54), with all pairwise BFs > 1000.

An RM-ANOVA also revealed strong evidence for a violation-
response interaction (𝐵𝐹𝑖𝑛𝑐𝑙 = 13.465). Post-hoc analysis of violation-
response interaction (Figure 4) showed that both direct response
strategies—1-Bald on Record (`𝐴1 = 5.78, 𝜎𝐴1 = 1.18) and 3-Negative
Politeness (`𝐴3 = 5.32, 𝜎𝐴3 = 1.49) were perceived as more likely
to be effective than both indirect strategies—2-Positive Politeness
(`𝐴2 = 4.13, 𝜎𝐴2 = 1.78) and 4-Off-Record (`𝐴4 = 3.23, 𝜎𝐴4 =

1.54) in responding to violation A-paycode tampering, with all
pairwise BFs > 7. The same was true for violation B-task cheating
(`𝐵1 = 5.84, 𝜎𝐵1 = 1.16, `𝐵2 = 4.065, 𝜎𝐵2 = 1.55, `𝐵3 = 5.03, 𝜎𝐵3 =

1.52, `𝐵4 = 3.78, 𝜎𝐵4 = 1.63), with all pairwise BFs > 3.2. For vi-
olation C-bullying, post-hoc analysis showed moderate evidence
that response 1-Bald on Record (`𝐶1 = 4.74, 𝜎𝐶1 = 1.67) was more
effective than response 2-Positive Politeness (`𝐶2 = 4.74, 𝜎𝐶2 =

1.67) (𝐵𝐹 = 3.18), and provided moderate evidence against dif-
ferences in perceived effectiveness between responses 2-Positive
Politeness and 4-Off-Record (`𝐶4 = 3.87, 𝜎𝐶4 = 1.43) (𝐵𝐹 = .29),
and between responses 1-Bald on Record and 3-Negative Polite-
ness (`𝐶3 = 4.71, 𝜎𝐶3 = 1.7) (𝐵𝐹 = .26). For violation D-playful
prank, post-hoc analysis showed moderate evidence that response
1-Bald on Record (`𝐷1 = 4.94, 𝜎𝐷1 = 1.61) and 3-Negative Politeness
(`𝐷3 = 4.94, 𝜎𝐷3 = 1.66) were both more effective than response
4-Off-Record (`𝐷4 = 3.74, 𝜎𝐷4 = 1.55) (𝐵𝐹 = 9.36, 𝐵𝐹 = 8.56 respec-
tively). It also provided moderate evidence against differences in
perceived effectiveness between responses 1-Bald on Record and
3-Negative Politeness (𝐵𝐹 = .26). In this way, our results do not sup-
port H2, which hypothesized that face-theoretic proportionality,
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Figure 4: Perceived appropriateness (reverse coded) and perceived effectiveness for each violation-response interaction.

as it is defined in the sociolinguistics literature, would correspond
to the most effective overall robot response behavior. However,
these results do suggest that robots ought to use some form of pro-
portionality to select effective responses, which we call bounded
proportionality and discuss in Section 6.1

5.5 H3: Appropriateness
An RM-ANOVA revealed extreme evidence for an effect of response
type on perceived appropriateness (𝐵𝐹𝑖𝑛𝑐𝑙 = 262, 893). Post-hoc
analysis of this effect showed that participants perceived response
3-Negative Politeness (`3 = 5.85, 𝜎3 = 1.18) to be more appropri-
ate than all other responses, including response 1-Bald on Record
(`1 = 5.11, 𝜎1 = 1.62, 𝐵𝐹 = 443.75), response 2-Positive Politeness
(`2 = 4.62, 𝜎2 = 1.48, 𝐵𝐹 = 1.1𝑥1010), and response 4-Off-Record
(`4 = 4.62, 𝜎4 = 1.49, 𝐵𝐹 = 1.78𝑥1010), with. Additionally, analysis
showed strong evidence against responses 2-Positive Politeness and
4-Off-Record having different perceived appropriateness (𝐵𝐹 = .1).

We also found very strong evidence for a violation-response
interaction (𝐵𝐹𝑖𝑛𝑐𝑙 = 34.466) (Figure 4). Post-hoc analysis of this
interaction effect showed that for violation A-paycode tampering,
direct responses 1-Bald on Record (`𝐴1 = 5.77, 𝜎𝐴1 = 1.31) and 3-
Negative Politeness (`𝐴3 = 5.87, 𝜎𝐴3 = 1.15) were more appropriate
than indirect responses 2-Positive Politeness (`𝐴2 = 4.61, 𝜎𝐴2 = 1.67)
and 4-Off-Record (`𝐴4 = 4.58, 𝜎𝐴4 = 1.61), with all pairwise BFs >
11. Additionally, there was evidence against direct responses 1-Bald
on Record and 3-Negative Politeness having different perceived ap-
propriateness (𝐵𝐹 = .27) and against indirect responses 2-Positive
Politeness and 4-Off-Record having different perceived appropriate-
ness (𝐵𝐹 = .26) in responding to violationA-paycode tampering. For
violationB-task cheating, evidence showed that response 3-Negative
Politeness (`𝐵3 = 6.07, 𝜎𝐵3 = 1.06) was more appropriate than either
indirect response 2-Positive Politeness (`𝐵2 = 4.71, 𝜎𝐵2 = 1.35, 𝐵𝐹 =

442.63) or 4-Off-Record (`𝐵4 = 4.26, 𝜎𝐵4 = 1.53, 𝐵𝐹 = 11631.4). It
also showed that response 1-Bald on Record (`𝐵1 = 5.48, 𝜎𝐵1 = 1.57)
was more appropriate than response 4-Off-Record (𝐵𝐹 = 13.16). For

violation C-bullying, evidence showed that response 3-Negative Po-
liteness (`𝐶3 = 5.68, 𝜎𝐶3 = 1.22) was more appropriate than either
response 1-Bald on Record (`𝐶1 = 4.45, 𝜎𝐶1 = 1.59, 𝐵𝐹 = 26.87) or
response 2-Positive Politeness (`𝐶2 = 4.42, 𝜎𝐶2 = 1.46, 𝐵𝐹 = 56.37).
It also showed evidence against response 1-Bald on Record and
2-Positive Politeness having different appropriateness (𝐵𝐹 = .26).
For violation D-playful prank, evidence showed that response 3-
Negative Politeness (`𝐷3 = 5.77, 𝜎𝐷3 = 1.28) was more appropri-
ate than all other responses, including response 1-Bald on Record
(`𝐷1 = 4.74, 𝜎𝐷1 = 1.71, 𝐵𝐹 = 4.95), response 2-Positive Polite-
ness (`𝐷2 = 4.74, 𝜎𝐷2 = 1.48, 𝐵𝐹 = 8.48) and response 4-Off-Record
(`𝐷4 = 4.68, 𝜎𝐷4 = 1.22, 𝐵𝐹 = 29.8). It also showed evidence against
these thee other responses having different levels of appropriate-
ness, with all pairwise BFs < .27. In this way, our results supportH3,
which hypothesized that indirect responses would be perceived as
less appropriate than direct responses.

5.6 H4: Naturalness
An RM-ANOVA found anecdotal evidence for and against effects of
violation (𝐵𝐹𝑖𝑛𝑐𝑙 = 1.25) and response (𝐵𝐹𝑖𝑛𝑐𝑙 = .913) on perceived
naturalness of responses. This indicates that more data would be
needed to support or refute H4, which hypothesized that indirect
responses would be perceived as less natural than direct ones. Post-
hoc analysis of the effect violation-response interaction did show
that response 3-Negative Politeness was uniformly most natural,
but only measurably more natural in certain cases, typically when
compared to uses of response 4-Off-Record to violations A-paycode
tampering, B-task cheating, and D-playful prank.

6 DISCUSSION
The goal of our experiment was to investigate the effects of a robot’s
use of human-like Face-theoretic linguistic politeness cues in non-
compliance interactions. Specifically, we investigated the multiple
and potentially conflicting attributes of successful robot responses
to norm violating requests of varying severity. These attributes
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included proportionality (calibrated harshness), competence (ef-
fectiveness and appropriateness) [31], and response naturalness.
Overall, we found that linguistic politeness strategies that use di-
rect, formal language are perceived as more effective and more
appropriate than strategies that use indirect, informal language.

These findings indicate that human-like linguistic politeness
strategies do not precisely apply to robot interactions and cannot
serve as a direct guide for roboticists and interaction designers
creating tactful noncompliance responses. While humans expect
robots to have human-like social competence in addressing norm
violations [54], this does not necessarily confer exact mimicry of
human-like strategic politeness cues. Critically, our results do not
suggest that social robots are exempt from using human-like po-
liteness at all. Robots in noncompliance interactions must select
language to soften their refusals to match the severity of a situation
in order to be competent, appropriate social actors. For example,
it would have been a less appropriate overall policy for the robot
in our scenario to uniformly use the harshest response 1-Bald on
Record. In this way, face-based politeness cues are still a relevant
framework for interaction designers. However, robots may be more
successful and acceptable if they use softening or hedging strategies
that avoid indirect, passive, emotional, or familiar language. This
is consistent with HRI research showing that humans may expect
robots to use functional, rule-based politeness cues [50].

There are several possible reasons why participants may have
found indirect robot response behaviors to be inappropriate. Partic-
ipants may have felt that the robot lacked the social or emotional
status allude to familiarity or closeness within its relationship to
its human teammates [76]. Participants may have felt that robots
have less social power than humans [49], and may not have seen
robots in roles that afforded them the status to give rebukes [54].
Dissonance between the robot’s status and actions may have cre-
ated a sense of disingenuousness when the robot mimicked human
politeness grounded in a sense of intimacy or belonging [14, 15].

6.1 Robots can use bounded proportionality to
address norm violations

Our results suggest that the best overall behavioral “policy” for
the robot to adapt is to select between the two direct linguistic
strategies, using strategy 1-Bald on Record for moral violations
with more material consequences, and strategy 3-Negative Polite-
ness for social violations with emotional consequences. Because
this response-selection behavior does not exactly correspond to
human face-theoretic proportionality, we term it “bounded propor-
tionality”. Under “bounded proportionality,” robots still use harsher
or softer responses according to violation severity, but are limited to
linguistic modifiers which are direct, formal, and straightforward.

6.2 Are direct robots more transparent?
Our results suggest that people may prefer robots to avoid lan-
guage that does not align with their ontological [12, 43] or social
[36, 76] status. However, there may be another reason for robots
to avoid cues that allude to human characteristics, experiences, or
communities—because it is transparent to do so. Transparency is the
principle that robots should communicate their inner workings and
limitations [4]. HRI researchers [2, 74] and policymakers [16] have

explored how transparent design helps robot users build accurate
mental models [7, 45, 85], and calibrate their trust [2, 60]. Robot
norm violation response behaviors could either affirm or challenge
themental models human use to assess robots’ capabilities and trust-
worthiness. Direct, formal language may implicitly reinforce the
idea that robots are inanimate—incapable of understanding human
experiences. Reciprocally, indirect, familiar language (such as teas-
ing, endearment, and in-group references) may implicitly reinforce
inaccurate ideas about robots’ social and emotional affordances.
Roboticists have the opportunity, and perhaps the obligation, to
consider how their design choices impact humans’ understanding
of robots as social, moral, and emotional others [76].

6.3 Limitations & Future Work
While our experimental scenario captured many norm violations, it
was still a fictional scenario presented to participants without the
full context of an actual collaborative task or actual potential for
harm. Norms and norm violations are always context dependent
and cannot be completely assessed without contextual understand-
ing [9]. This may limit the fidelity of our brief experimental inter-
action. Knowing this, included a qualitative question at the end of
our experiment which asked participants to reflect on additional
contextual factors that would be important if they were evaluat-
ing similar interactions in a real collaborative environment. While
analysis of these results is beyond the scope of this work, we will
explore this data as part of future work on this topic.

Future work on this topic can also consider a broader range of
linguistic cues and situational factors. For example, future work
ought to consider gender more rigorously in this interaction design
context. Gender norms, gendered expectations of polite behav-
ior, and sexism all influence noncompliance interactions in HRI
[54, 59, 68, 82], and critically, challenge the very notion of working
towards “optimally proportional” norm violation responses [38].
Furthermore, understanding how gender and power shape technol-
ogy is a responsibility of the HRI community [58, 62, 83]. Future
work can explore how our results might interact with gendered
robot design cues, or gendered expectations of politeness, similar
to the work performed by Jackson et al. [38].

7 CONCLUSION
We have presented the results of a human-subjects study in which
participants evaluated norm violation-response interactions be-
tween a human and robot. Our goal was to explore and evaluate
potential tradeoffs in the design of robot response behaviors in-
formed by human face-based politeness cues. Our results show that
politeness strategies grounded in direct language were perceived
as more likely to be effective and appropriate than indirect strate-
gies. This suggests that, while people expect social robots to act
with norm-sensitive social competence, they do not expect them to
strictly mimic human linguistic behaviors.
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