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ABSTRACT

Language-capable interactive robots participating in natural language dialogues with hu-
man interlocutors must be able to naturally and efficiently communicate about the objects,
locations, and people found in human environments. A key aspect of natural language com-
munication is the use of anaphoric language through pronominal forms such as it, this, and
that <NP>. The linguistic theory of the Givenness Hierarchy (GH) suggests that humans
use anaphora based on the cognitive statuses their referents have in the minds of their in-
terlocutors. In previous work, researchers presented the first computational implementation
of the full GH for the purpose of robot anaphora understanding, leveraging a set of rules
informed by the GH literature. However, that approach was designed specifically for nat-
ural language understanding (NLU), oriented around GH-inspired memory structures used
to assess the set of candidate referents with a given cognitive status. In contrast, natural
language generation (NLG) requires a model in which cognitive status can be assessed for a
given entity. In this work, we present a statistical model of cognitive status and demonstrate
how this model can be used to facilitate robot anaphora generation. Specifically, we present
an Al model that leverages the concept of cognitive status for the selection of pronominal

forms for effective NLG.
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CHAPTER 1
INTRODUCTION

Robots are becoming more common and an integral part of our lives nowadays. Initially,
robots were mostly used in industries for navigation (e.g. moving from a start position
to a destination) and manipulation (e.g. robot arms assembling products) tasks. But the
application of robotics has widened since then where currently robots are not merely used
as tools by humans to complete a task, but as partners/teammates to jointly achieve a
particular task. When used as tools there is little to no interaction between a robot and its
user (task-based interaction), whereas when working as partners the robot and the human
are expected to interact with each other just as a human would interact with another human
in a similar scenario (social interaction).

The area of social robotics deals with developing social robots, that is, autonomous
agents that are able to communicate and interact with humans in their daily lives for jointly
achieving particular tasks, following certain social cues and norms. The interaction capability
is the most important aspect of a social robot because of human-human interaction being
replaced by human-robot interaction in different environments such as schools, offices, public
places, homes, etc.. Thus, it is crucial for a social robot to be able to understand, respond
and behave appropriately with the person it is interacting with in different contexts.

The development and use of social robots has expanded from traditional industrial ap-
plications to commercial ones. The different types of social robots that have been developed

and used over the years for different application scenarios are as described below:

1. Entertainment robots: Robots have been used for entertainment purposes such as
toy robots for children and adolescents, robots as actors, robots used in exhibitions,
etc. Sony’s AIBO [1], a small dog-like pet-style robot was among the first toy robots

developed for personal use and became highly popular. Similarly, robots looking like



animals (for example dinosaurs) are implemented in exhibitions and theme parks for
entertainment of children and adults alike. In fact, as demonstrated in [2], robots can
also collaborate with humans as actors in plays and thus facilitate creativity through

interaction.

. Robots used in healthcare and therapy: Social robots are used in the domain of health-
care and therapy, also known as socially assistive robotics (SAR) [3] that deals with
eldercare, individuals in rehabilitation and patients with cognitive and social disabil-
ities (such as autism, dementia, etc.). For example, the seal-like Paro robot (that
responds to touch through wriggling and seal-like noises) has been shown to reduce
loneliness and depression among people in eldercare homes by providing companionship

and thus improving their psychological and mental health.

Similarly, different types of social robots (animal-like and human-like) have been de-
veloped and used by therapists to assist their autistic patients augment their social

and cognitive capabilities. An example is the NAO robot by Softbank Robotics.

. Educational robots: Another use of social robots is in the field of learning, where the
robot can be a tutor (supporting a teacher in their teaching), or a peer robot to a
student /learner, helping each other in the process of learning or can be completely
taught by a student. Research studies have shown that students are more excited and
interested in learning with the social and physical presence of a robot. On the contrary,
when a student teaches a robot it leads to better knowledge gain and confidence boost

in the student [4].

. Robots as Personal Assistants: Robots are being used as personal home assistants,
which is kind of a successor technology to using smart-home assistants like Apple’s Siri
or Amazon’s Alexa. But the advantage of having a robot personal assistant is that
they have their social presence felt by engaging in simple conversations, tracking their

user by turning, making expressions with virtual eyes, playing music, etc. An example



of such a social robot used as a personal assistant is JIBO by Jibo Inc.

5. Service Robots: The primary use of service robots is to help humans in doing their
daily mundane repetitive tasks such as cleaning houses (for example, Roomba robot
automatically cleans the house without the requirement of any human intervention),
delivering objects from one place to another in warehouses or hotels, as security robots
in public places such as shopping malls. Search and rescue robots are also service
robots which can visit places that are otherwise harmful and dangerous for humans to
visit.

Apart from these, there exists service robots that directly interacts with people through
spoken language to get their job done. One such example is that of a robot receptionist
that offers information to its customers through conversations [5]. Another example is
that of an autonomous robot tour guide in a museum setting where the robot moves
around in the environment and when the visitors choose a guided tour, the robot leads

them to different exhibits and provides explanations [6].

In this thesis work, we look into this aspect of human robot interaction (HRI) where
robots working as teammates interact directly with humans using natural language and how
it can better understand and generate spoken language using language models for effective
and efficient collaboration with humans.

As human-robot interaction becomes increasingly common, language-capable robots need
to be able to talk about the objects, locations, and people in their environments in the same
way as humans do, to facilitate concise, easy, and unambiguous communication. The use of
pronouns is an important aspect of natural language communication between humans. To
reap these benefits, just like humans, robots must be able to understand and use pronouns
like t, this, and that. For example, consider the following scenario where a person enters a
building and enquires about the location of the reception to a fellow person.

Alice: Hi! Do you know where the Reception is?



Bob: Yes, it is on the second floor.

Alice: Thank you!

In this brief dialogue, Bob uses the pronominal form “it” to refer to the reception and the
first person has absolutely no problem understanding that “it” refers to the “reception”.
Similarly, if there is a service robot in the building catering to the need of every person
entering the building, then the robot must be equipped with understanding and generating
pronominal forms such as it, this, that etc. to efficiently communicate with their human
counterparts.

A common feature of natural language interaction between humans is the use of pronom-
inal forms (as evident from the previous example scenario) and a robot working with a
human will similarly have to be able to understand and generate pronominal forms for ef-
fective human-robot collaboration.

According to the linguistic theory of the Givenness Hierarchy (GH) [7], humans tend
to use pronouns rather than longer referring expressions due to implicit assumptions about
the cognitive status the referent has in the mind of their conversational partner. That is,
the use of different referring forms is viewed as justified based on whether the referent is In
Focus, Activated, Familiar, and so forth, within the current conversation. Thus, for robots
to understand and generate human-like natural language they must be able to model this
notion of cognitive status.

Previously, Williams and Scheutz [8] (see also [9, 10]) presented the first full computa-
tional implementation of the GH for the purpose of robotic natural language understanding
(NLU), using a set of hand-crafted rules informed by the GH literature (no computational
model of GH- theoretic language generation exists). However, that approach was designed
specifically for robotic natural language understanding, oriented around GH-inspired mem-
ory structures used to assess what entities are candidate referents given a particular cognitive
status. In contrast, natural language generation (NLG) requires a model in which cognitive

status can be assessed for a given entity.



Such a model of cognitive status could either be developed as a rule-based model (not
dissimilar from the rule-based approach to GH-theoretic language understanding taken by
Williams and Scheutz [8]), or could instead be developed as a statistical model which would
attempt to learn to predict an entity’s cognitive status from data. While in practice both
rule-based and data-driven empirical models are useful [11], data-driven models may be
better able to handle unseen, uncertain situations [11, 12].

The research questions that we discuss in this thesis are as follows:
e How can we collect ground truth data on cognitive status assumptions?
e How can cognitive status be computationally modeled?

e How can we leverage the concept of cognitive status to directly select referring forms

for natural language generation?

First, we develop and compare two models of cognitive status, both structured so as to
be optimized for natural language generation rather than natural language understanding;
a rule-based Finite State Machine model directly informed by the GH literature and a
Cognitive Status Filter model designed to more flexibly handle uncertainty. The CSF is a
statistical per-entity model of cognitive status in which a Cognitive Status Engine comprised
of per-entity Cognitive Status Filters is used to maintain a distribution over cognitive statuses
for each entity the robot believes to be at least familiar to all parties within the conversation.
The models are trained and evaluated using a silver-standard ! English subset of the OFAI
Multimodal Task Description Corpus [13]. Specifically, the CSF seeks to predict the cognitive
status for a given entity based on whether and how it has been referenced in natural language.

Such a computational model of cognitive status would give linguistic insights that can
be used for the refinement of the GH itself, thus, being beneficial to different fields of study

such as linguistics, cognitive psychology and designing of robots.

IThis subset constitutes English transliteration of originally German dialogues.



Second, we demonstrate how the GH might need to be used quite differently to facilitate
robot anaphora generation. Once we have the cognitive status information of a given entity,
we can leverage this to select the appropriate referring (pronominal) form that can be used to
refer to that entity. This is achievable because the GH indicates a strong connection between
the assumed cognitive status and the associated referring form which has been validated
through experimental studies as shown in Rosa and Arnold [14]. Specifically, we present a
machine learning approach (using a decision tree classifier model) to select a referring form
(it, this, that, this(NP), that(NP), the(NP)) for a target referent given the information
about that target entity as well as information about some set of distractors (other entities
present in the same context and having at least the same cognitive status or higher as the
target referent).

A GH-theoretic model of language generation would be an important contribution to
the GH-theory itself. Thus, providing insights to linguists and cognitive psychologists. It
will also help in advancing the state of the art of language-capable social robots, and across
different fields of study such as robotics and natural language processing.

The remainder of this thesis work is organized as follows. In Chapter 2, we discuss
related work. Next in Chapter 3, we present our first study, Givenness Hierarchy theoretic
cognitive status filtering [15]. In Chapter 4, we present our second study, Givenness Hierarchy
theoretic referring form selection. Finally, in Chapter 5, we discuss conclusion and possible

future work.



CHAPTER 2
RELATED WORK

2.1 Theories of reference

An important aspect of linguistic behavior is the way in which humans communicate
with each other referring to entities that are relevant in the current context. Almost every
utterance that we generate involves referring to something, or identifying something. This
is done through the generation and interpretation of referring expressions like proper nouns
(like John, Peter), definite or indefinite descriptions (like the table, a box), demonstratives
(like this, that, this building) or pronouns (like it, he, she).

Every time we speak we need to make a decision on how to refer to entities, that is,
whether to use a full description or a shorter expression. If we decide to use a full description
then additionally, we need to make a choice of what attributes and relations to use in that
description. Thus, a challenge for language researchers is to understand and explain how
speakers choose an appropriate referring form given the fact that there are so many options
available.

The centering framework presented by Grosz et al. [16] uses the concept of linguistic focus
and investigates the interactions between the focus of attention and the choice of referring
expression and discourse coherence (where discourse coherence depends on centering, that
is, a system of rules and constraints that define the relationship between discourse context
and the choice of referring form).

Extending on the work by [16], Brennan et al. [17] presented a centering approach to the
focus of attention in discourse and leveraged it to use as a foundation for their algorithm for
tracking discourse context and binding pronouns.

These approaches used the concept of linguistic focus of attention and whether someone

uses a full description or a pronoun like “it” was based on whether the target entity was in



the focus of the conversational context.

Ariel [18, 19] in contrast, used the concept of accessibility of information (discourse
anaphora) being specified in the memory in varying degrees. The author argued that the
speakers choice of referring expressions (such as definite descriptions, pronouns, demonstra-
tive pronouns) marks different degrees of accessibility. Highly reduced forms like pronouns
are reserved for the most accessible information and more complex referring expressions are
associated with less accessible referents.

In a similar approach, Bard et al. [20] used the accessibility theory to investigate mentions
of shapes in a collaborative task between dyads to analyse the effects of access on the listener’s
attention, player’s actions and speaker’s roles. Their experimental results demonstrated that
speaker’s actions affected the form of referring expression and only same role dyads correlated
attention to accessibility theory.

These approaches used the concept of linguistic focus of attention and whether someone
uses a full description or a pronoun like “it” was based on whether the target entity was
somewhat salient within the discourse context.

The main approach to investigating theories of reference has been to recognize the un-
derlying conditions or mechanisms that directs speakers to use different referring forms. As
viewed by Levelt [21] several authors suggest that this linguistic choice of different forms
is made based on the target entity’s cognitive status (also known as information status or
discourse status). These models share the idea that some information are more important
and thus salient, or accessible or in in focus.

In our next section, we describe one such theory that takes into account the cognitive

status of an object to determine how to refer to entities.
2.2 The Givenness Hierarchy

One of the most popular and established theories of reference is the Givenness Hierarchy,
originally presented by Gundel et al. [7]. It consists of a nested hierarchy of six tiers of

cognitive statuses: {in focus C activated C familiar C uniquely identifiable C referential C



type identifiable}, each of which is associated with a set of referring (or pronominal) forms
that can be used when referring to an entity with that status [22, 23] as shown in the following

Table 2.1.

Table 2.1: Cognitive Statuses and the corresponding referring forms

Cognitive Status Refering form
in focus it
activated this, that, thisNP
familiar thatNP

uniquely identifiable theNP
referential indefinite thisNP
type identifiable a NP

The “in focus” status at the top is the most restrictive search space for the expression
type’s referent, and “type identifiable” at the bottom, the least. The hierarchical nesting
here means that an entity with one status can also be said to have all other statuses lower
in the hierarchy. If a target referent is in focus, for example, it can also be inferred to be
activated, familiar, and so forth. Accordingly, a speaker’s selection of a pronominal form
depends on their assumptions as to the cognitive status of their target referent in the mind
of their conversational partner.

For example, if a speaker uses it to refer to an object, the listener can infer that the
object being referenced must be one that is already in focus, whereas if a speaker uses
that(N P), the speaker can only infer that the object is at least familiar (but may in fact
be activated or even in focus), but a higher status cannot be inferred from a lower status.
The GH model suggests that within a conversation, some information might be more salient
than others, thus “in focus” of attention and occupying a prominent position within the
mind and attentional state of the interlocutor. Moreover, it also represents the fact that the
more precise/reduced referring forms are reserved for the highest status. But, due to the
hierarchical nature of the GH, a speaker is also able to use more explicit descriptions for

referring to an object that is “in focus”.



The hierarchical structure of the GH is also important due to the way it parallels the
hierarchical nesting of models of human memory, such as Cowan [24]’s, in which the focus of
attention is a subset of short-term memory (or working memory), which is in turn a subset
of long-term memory.

The GH coding protocol, presented by Gundel et al. [22], provides guidelines as to what
features of linguistic and environmental context should dictate the cognitive status of a given
entity. For example, this protocol suggests that an entity that is mentioned in a topic role
in the preceding clause should be considered to be in focus, and that any entity that is
mentioned at all should be considered to be at least activated [22, 23]|. For example, if an
object is the main topic of a sentence (one of the requirements of the protocol for an object
to have the “in focus” status), then the linguists say it should be regarded as in focus of
attention within the current conversation and will most likely be referred to by it in the
following sentence.

Due to the GH’s popularity within the research literature, and its validation across a
wide variety of languages beyond English [25], many researchers have sought to computa-
tionally implement it in whole or in part, especially within the context of reference resolution
algorithms. Kehler [26], for example, use the GH to justify an approach in which elements
of an interface that are highlighted are considered to be ”in focus”, and referring expres-
sions that use pronominal forms are automatically resolved to those highlighted referents.
Building on this work, Chai et al. [27] proposed a probabilistic graph-matching algorithm
for resolving referring expressions that are complex (involving multiple target referents) and
ambiguous (involving gestures that could indicate multiple candidate referents) in multi-
modal user interfaces. Because this algorithm had high computational complexity, Chai
et al. [28] demonstrated how the algorithm’s performance could be improved using a greedy
algorithm based on the theories of Conversational Implicature [29, 30] and the GH. Chai et al.
combine these theories to create a reduced hierarchy: Gesture C Focus C Visible C Others,

where Focus combines the “in focus” and “activated” tiers of the GH, and Visible combines

10



its “familiar” and “uniquely identifiable” tiers. When a referring expression is processed,
the relationship between referring form and status is then used to help resolve that referring
expression.

Finally, while the approaches above focused on modeling of reduced versions of the GH,
Williams and Scheutz [8], Williams et al. [10] instead presented an implementation of the full
GH, through a set of rules that associated different referring forms with different sequences
of actions involving all six tiers of the GH. They demonstrated how this approach better
enabled NLU in uncertain and open-world scenarios. This required, in part, four data
structures corresponding to the top four tiers of cognitive statuses of the GH, while the last
two tiers were instead associated with new “mnemonic actions” such as creating new mental

representations [8].
2.3 Natural Language Generation

According to Reiter and Dale [31], Natural Language Generation (NLG) is a sub-area
of artificial intelligence and computational linguistics that is concerned with the building of
software systems and the automatic production of high-quality written or spoken content in
either English or other human languages.

The general structure of a NLG system consists of different sub-processes. The typical

stages of a NLG system are as follows [31]:

1. Content Determination - It is the task of deciding what information should be com-

municated in the output document.

2. Document Structuring - It is the task of deciding how chunks of content should be

grouped in a document and how different chunks should be related in rhetorical terms.

3. Lexicalisation - It constitutes the task of deciding what specific words (or other lin-
guistic resources, such as particular syntactic constructions) should be used to express

the content selected by the content determination component.
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4. Referring Expression Generation - It is concerned with deciding what expressions

should be used to refer to entities.

5. Aggregation - It is the task of deciding how the structures created by document plan-

ning should be mapped onto linguistic structures such as sentences and paragraphs.

6. Linguistic Realisation - It is the task of converting abstract representations of sentences

into the real text; it corresponds to the content aspect of surface realisation.

7. Surface Realisation - It is the task of converting abstract structures such as paragraphs
and sections into the mark-up symbols understood by the document presentation com-

ponent; this corresponds to the structural side of surface realisation.

The primary uses of an NLG system has been to output textual data, while the input
can be of various forms. In applications such as automated machine translation and text
summarization, the system generates text based on other, generally human-written text.
Other applications, where the input to the NLG system is non-linguistic are weather or
medical reports, data from environmental sensors, etc.

Applications in the area of NLG also includes automatically generating texts based on
visual data such as static images and videos. In their work Kulkarni et al. [32] propose a
language generation system that automatically generates natural language descriptions from
images. Their system functions through two steps: first is content planning and second is
surface realization and demonstrates that their system is more effective in generating relevant
text for images than previous work.

Similarly, Khan and Gotoh [33], Kojima et al. [34] worked with the generation of natural
language descriptions for human behavior, actions and relations with other objects as ob-
served through video data. To achieve this, they used traditional image processing techniques
to extract high level features (such as semantic features) from the videos and converting them
into text using context free grammar. They evaluate their system using both quantitative

and task based evaluations using human participants.
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Recent work on NLG has also focused on replacing template and rule based techniques
with data-driven approaches where systems are trained on large datasets as in [35-37] and the
system automatically learns the rules from the data. In their work Krishnamoorthy et al. [38]
presented a data-driven approach to automatically generate natural language descriptions
from video data using the concept of text-mining. They demonstrated that their approach
can be used to annotate even random videos without the requirement of previous training

on similar video data.

2.3.1 NLG in social robotics

Another crucial application of NLG is to generate linguistic output that can be used in
interactive systems, such as in a text-based chatbot, a spoken dialogue system or language
capable interactive robots such as Nao, Pepper, etc. Currently, language interactions in
realistic HRI scenarios involve either using “Wizard-of-Oz” techniques or template-based
approaches or prerecorded speech.

Social robotics is an important application area (as described in the previous chapter)
where humans and robots work as partners and share the same physical space while carrying
out different tasks such as navigating an environment or referring to objects and locations.

Much of the work involving NLG and social robotics primarily focuses on referring ex-
pression generation (REG) as depicted through the GIVE challenges [39], where researchers
competed to develop NLG systems that can generate instructions for helping human users
navigate and interact with objects in a virtual world.

Though most of the work in NLG revolves around REG, it is worth noting that real
world social interactions between humans and robots are not just restricted to referring to
objects and “filling slots” for queries such as flight booking, but involves more human-like
social interactions including linguistic output and non-linguistic factors such as behavioral
aspects (gaze, gesture, prosody, etc.) [40].

For example, in their real-world project on HRI Foster et al. [41], had the goal of plac-

ing the language capable Pepper robot in a shopping mall where it is expected to socially

13



and intelligently engage with people and entertain them while carrying out various tasks.
However, in their current work, Papaioannou and Lemon [42] emplys a task-based chatbot
system that uses a template based approach for interactions.

Thus building efficient NLG systems for being used in the area of social robotics remains
a challenge and as we will see in the next section real world interaction scenarios also involve
humans using pronouns or shorter expressions as opposed to explicit descriptions in their

daily conversations, which we also try to address through our work in this thesis.
2.4 Anaphora Generation

Anaphora essentially involves referring back to an entity previously mentioned in a dis-
course, a written text or within the context of a conversation using referring forms such as
“he”, “it”, “that”, etc. This referring back to an entity could be either within the same
sentence (intrasentential anaphora) or within subsequent utterances (intersentential or dis-
course anaphora). For example, “I saw Paul. He was in a hurry.” (intersentential) and “I
kept my glasses on the table but cannot find it now.” (intrasentential).

In their survey paper, Arnold and Zerkle [43] describe two broad categories of language
production models, specifically pronoun generation, based on how the model treats the pro-
noun production process - as highly focused entities that the listener can easily retrieve
from his/her memory (pragmatic models) or as producing easy short expressions rather than
longer referring expressions to reduce the cost of production from the speaker’s point of
view (rational models). As discussed by Arnold et al. in their article [44], cognitive status
information plays an important role in reference because people tend to use different refer-
ring forms depending on the current context of their conversation, their shared knowledge,
background information, or whether introducing new entities or talking about previously
mentioned entities.

Arnold and Nozari [45] investigate the relationship between the start/production of an
utterance and the choice of referring form and accordingly devised a study to recognize

the time elapsed between observing an action and verbally describing it which will provide
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information on how much time is spent on pre-planning the utterance before speaking. They
specifically worked on pronoun generation and did find a relationship between longer latencies
and generation of pronouns.

In Fukumura’s work [46], the author investigates the role of language production by
speakers while taking into account the listener’s perspective so that the listeners were able
to easily recognize their intended target referents. The author conducted the study with both
linguistic and visual context and observed that speakers tend to use more general referring
forms for linguistic contexts than visual and specifically for pronoun generation speakers
tend to use less pronouns when they had the knowledge of their listeners not being able to
hear the linguistic antecedents.

In their work by Jaeger & Levy [47], the authors provides evidence on speakers choice
of language production being dependent on optimizing the information communicated by
speakers through syntactic reduction. Specifically, they demonstrate that there is an in-
verse relationship between redundant information and the choice of explicit words, including
the use of “that” in “relative clauses”. Depending on whether information is more or less
predictable speakers tend to use less or more functional words respectively.

While a vast amount of research has been performed on referring expression genera-
tion, relatively little attention has been paid to anaphora generation [48]. Previous work
on anaphora generation has explored factors such as discourse structure, coherence, and
salience [49][50][51][52][53], and Ge et al. [52], for example, present a probabilistic model for
generating the pronouns such as “it”, “he”, and “she” based on factors such as the distance,
gender, and noun phrase repetition. However, these works directly associate these low-level
features with pronoun usage, rather than using cognitive status as a mediating factor as
suggested by the linguistics literature.

Moreover, these works primarily concentrate on either textual or simple visual domains
rather than realistic human-robot interaction domains where both linguistic and non-linguistic

factors such as gaze, gesture, and physical proximity, all of which might affect the cognitive
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status of an entity. We thus believe that a GH-theoretic approach to anaphora genera-
tion would present a powerful new approach for robotic domains and enable valuable new
language generation models for both psycholinguists and computational linguists.

The GH’s claim that the choice of a particular referring form depends on the presumed
cognitive status of an entity in the listener’s mind [14] suggests that the GH should be a
powerful tool for deciding when and how to use anaphoric expressions. Naively, one might
assume that they could straightforwardly use the fact that each tier of the GH is associated
with a different set of referring forms that can be used to refer to objects assumed to have
that status (or higher).

However, because progressively lower tiers become associated with progressively greater
numbers of possible referring forms, and because forms like “it”, “this”, and “that” can be
ambiguous, these tier-form associations are not sufficient on their own for language genera-
tion. Indeed, although the knowledge of cognitive status affects language understanding and
generation, no significant linguistic work exists that identifies the mechanisms by which it is
actually used for selection of referring forms [54].

Accordingly, a contribution of this thesis work is to fill this gap in the literature by propos-
ing a GH-theoretic model of natural language generation that leverages the GH-theoretic

cognitive status modeling.
2.5 Anaphora Resolution

Anaphora resolution is the task of resolving potential antecedents for anaphoric expres-
sions and it is well known that syntactic, semantic and pragmatic factors all play a key role
in resolving the question of which of the many potential antecedents for a particular use of
a pronoun is intended by the speaker as the antecedent.

One of the earliest work on pronominal anaphora resolution is by Lappin and Leass
[55] where they present their algorithm RAP (Resolution of Anaphora Procedure) that re-
solves the pronoun interpretation of entities on textual domain. Specifically the algorithm

maintains a list of all possible antecedents of a particular anaphora. Each antecedent was
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associated with a salience value depending on different features such as head noun, subject,
recency of mention etc. and the antecedent with the maximum salience value was selected
as the preferred antecedent.

One of the classic theories of reference resolution is by Hobbs [56]. The author presents
two approaches to solve pronoun references on the context of textual data. The first approach
involves creating surface parse trees of each sentence in a text and then traversing the tree
by using a simple algorithm that follows a predetermined order to search through the tree in
order to resolve the likely referent of the pronoun. The second approach describes a system
for “semantic analysis” that generates the referents of pronouns for “free” as a consequence.

Another classical approach to pronoun interpretation is the Centering Theory by Gordon
et al. [57] which emphasizes on the fact that pronoun resolution depends solely on the
grammatical structure of sentences and how information transitions from one sentence to
another, that is, whether the focus entity of the current utterance is mentioned in the next
utterance and what its grammatical role is in the current as well as next utterance.

Kehler and Rohde [58] attempted to merge classical pronoun resolution theories by Hobbs
and Grosz by performing multiple psycholinguistic experiments. The experiments revealed
that both coherence-based and centering-based approaches have their definitive roles to play
in pronoun interpretation. Thus, the authors combined both approaches in a simple Bayesian
probabilistic model whose conditional probability bias depends on both these factors.

Another rule-based algorithm for “automatic pronominal anaphora resolution” is that
by Liang and Wu [59]. As mentioned by the authors the algorithm leverages the WordNet
ontology and heuristic rules to perform anaphora/antecedent resolution by following the
procedure of parsing, POS tagging, etc. for each sentence in an English text and storing
these features alongwith other global features such as base nouns, gender, etc. This model
also implemented a finite state machine for identifying noun phrases. Parsed sentences were
checked for “anaphoric references” and everything else was considered as possible antecedents

that were evaluated using a scoring function.
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A recent work by Song and Kaiser [60] investigates into how to correctly interpret the
antecedents of subject-position pronouns by performing two experiments and hypothesizes
that to correctly interpret the referent of a pronoun we need to consider information that is
available both before and after the pronoun is encountered. Specifically, in their two experi-
mental studies, they worked with textual data consisting of particular verbs (“nonce” verbs)
and how those verbs when used with one pronoun, two pronouns and one pronoun+name
containing sentences caused the participants to resolve the correct referent of those pronouns.
As expected, the authors did find that successful pronoun interpretation depends on both
pre and post pronominal information [60], choice of verb and whether the pronoun is on
subject position only or both subject and object positions.

Another recent work is by Nakos et al. [61] which is an extension of their previous
work on reference resolution. Their work is based on the concept that humans often use
a “two-stage process” to reference resolution first depending on its own knowledge and
then rectifying errors through common ground consideration. The authors discuss their
“Analogical Reference Resolution” model that takes into account the first part of the two-
stage process relying heavily on the similarity between the target object and the hearer’s
own knowledge of such an entity. For the second part of the process they extend their model
to account for the corrective measures depending on common ground between the speaker
and the hearer.

While most of work on anaphora resolution algorithms has been done on either personal
pronouns (he, she) or definite descriptions (the table, the cow), demonstrative pronouns
(like this, that), play an important role in anaphoric references as well, since they appear
frequently in text or within conversations and refer to integral content. Among other theories,
as mentioned in the previous section, according to the GH, demonstrative expressions might
indicate an entity to be “activated”, which according to the coding protocol [22] informs the
addressee that the entity has been recently mentioned or is immediately accessible outside

the linguistic context.
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In their work Brown-Schmidt et al. [62] investigated their hypothesis regarding “it” being
used when referring to the most salient entity in a discourse and “that” referring to a
conceptual composite. They performed three experiments, where in the first experiment
participants followed spoken instructions while their eye gaze was monitored. In the first
they found that people prefer to use “it” for single objects like a cup, and “that” when
speaking about the cup and the saucer together. However, the main findings from all the
three experiments demonstrated that entities without linguistic antecedents are sometimes
preferred over entities with linguistic antecedents and a single factor like salience is not
enough to account for the speaker’s choice of differences referential forms [62].

In our next chapter we present a computational model of cognitive status for natural

language generation as informed by the GH.
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CHAPTER 3
GIVENNESS HIERARCHY THEORETIC COGNITIVE STATUS FILTERING

Reproduced with permissions from Cognitive Science Society 2. Poulomi Pal 3#, Lixiao

Zhu*, Andrea-Golden Lasher*, Akshay Swaminathan*, and Tom Williams*
3.1 DMotivation

Robots capable of interacting with humans using natural language must be able to prop-
erly communicate about its surroundings for efficient collaboration. Since humans commonly
use pronouns than longer referring expressions to refer to objects in their environment, robots
must also be able to understand and generate pronouns for successful interaction. According
to the linguistic theory of the Givenness Hierarchy (GH), humans use shorter forms due to
the presumed cognitive status of an entity in the mind of their interlocutor.

In previous computational implementations, the GH is used to justify a set of data
structures used to store representations for entities that could be referred to, and to justify
which of these data structures should be considered (and how) when a given referring form
is used. However, while this is sensible during natural language understanding, it may not
be appropriate for the purposes of natural language generation.

During generation, the speaker already knows what object they wish to refer to, and do
not need to search through these sorts of data structures. Instead, when a speaker decides
what referring form to use to refer to a given object, we argue that they would instead start
by determining the status of that object, and only then may they look through the data
structure associated with that status, in order to determine what distractors must be ruled

out. Also, using these data structures alone would require the speaker to search through

2Proceedings of the 42nd Annual Conference of the Cognitive Science Society (pp. 925-931), (©2020 The
Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC
BY).

3Corresponding author. Direct correspondence to poulomipal@mymail.mines.edu

4MIRRORLab, Colorado School of Mines, 1600 Illinois Street, Golden, CO 80401 USA
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each data structure to identify whether their intended referent was a member of that set; a
process requiring O(| E |) worst-case time complexity for set of known objects E. Instead,
what is needed during natural language generation (in addition to these data structures, is
a means of quickly determining not what entities have a given cognitive status, but what
cognitive status is most likely for a given entity.

Accordingly, in the next section 3.2 we propose an approach to this problem of quickly

determining the cognitive status of an entity, which we term as cognitive status modeling.
3.2 Problem Formulation

We formulate cognitive status modeling as a Bayesian filtering problem. Let a dialogue
consist of a set of utterances Uy, ..., U,. For object o, let S! € {I, A, F'} denote the cognitive
status of o at a particular timestep ¢ after utterance U, (either In Focus, Activated or
Familiar), and let L) € {N, M, T} denote the linguistic status of o in utterance U; (e.g.,
either not mentioned in the utterance, mentioned in the utterance in a non-topic role, or
mentioned in the utterance in a topic role). Using this formalism, our goal is to recursively
estimate, for a given object, the probability distribution over cognitive statuses for object o

at time ¢:
p(Sy) = p(Sy Hp(Lh)p(Sy | S5, LY) (3.1)

We define a Bayesian filter of this form as a Cognitive Status Filter (CSF) for a given
object o. Given a set of known objects, O = {0y, ...,0,}, our goal is then to estimate this
distribution for each o € O at each time step. To do so, we use a Cognitive Status Modeling
Engine C, consisting of a set of CSFs {c, ..., ¢1 }, one for each object believed to be of a status
familiar or higher within the conversation. Here, we make the simplifying assumption that
the same set of objects are known to both the robot and its conversational partner, meaning
that the set of all objects with status Uniquely Identifiable or higher is simply the set of
objects O. We assume that it is straightforward to determine whether one of these objects

is or is not Familiar based on whether or not it has appeared in the current conversation.
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This allows us to model whether or not an object is of status Familiar or higher based on
whether or not a CSF ¢ € C' exists for that object, and to model which of those statuses the
object likely has, using its associated CSF. Finally, we estimate whether each of the higher

statuses (Activated, In Focus) hold for the object using the CSF c.

3.3 Data Collection

The core component of our CSF model that must be learned ahead of time is the condi-
tional probability p(S? | St~ L!). To learn this, we trained our model using a silver-standard
English translation of the German OFAI Multimodal Task Description corpus [13]. The cor-
pus represents a collection of human-human and human-robot interactions where the human
teacher shows and explains to a human or robot learner how to connect two separate parts
of a tube and then how to mount the tube onto a box with holders, as shown in Figure 3.1
by actually moving around the objects and performing the task while explaining it to the
learner.

The average length of a sentence that is used in this corpus has 8-9 words. As the name
suggests, since the corpus is “multimodal”, the corpus contains both verbal and non-verbal
cues such as speech, gaze, and gestures. Realistic multimodal HRI scenarios require the use
of such non-verbal cues; with our uncertainty sensitive model, however as our first step we
begin in this work by looking only at our model’s ability to handle the same kind of linguistic
factors (even a simple subset of the linguistic factors) that are handled by the GH, leaving
the ability to model other linguistic factors for future work.

While the OFAI MTD corpus contains data from four task scenarios, we only use the
data from one particular task scenario (Task 3). The original dataset for this task consists
of 16 monologues each having approximately 4 to 5 utterances. As a first step, in this work
we begin by evaluating our model on a small subset of the original dataset, consisting of 4 of
these monologues, each of which is comprised of just 4 utterances, to control for monologue
length. As shown in Figure 3.1, this task context contains 8 objects, including the learner

and teacher.
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Task 3 was selected because it includes a larger number of objects than the other tasks in
a dyadic instruction context, and contains data from both human-human and human-robot
dyads. Specifically, Task 1 involved a human teacher explaining and performing a task in
front of the camera without the presence of a learner in the scenario; Task 2 involved a
human teacher and a human learner jointly performing the task of moving an object; and
Task 4 is a pure “navigation task” involving both human-human and human-robot dyads

[13].
3.3.1 Appearance Feature Annotation

To collect linguistic status information L, three annotators independently annotated the
OFAI Multimodal Task Description Corpus [13] according to the following annotation pro-

cedure.
e Each annotator was provided a printed copy of all 16 monologues to annotate.

e For each sentence in each monologue, the annotator was instructed to underline any

piece of the text that could refer to some object in the scene.

e For each of these underlined pieces of text, the annotator was instructed to indicate
the correspondence between the underlined sentence fragment and the object in the

scene it referred to.

e Finally, the annotator was required to circle the fragment-object mapping they believed

to be the topic of the sentence.

There were a few cases in which annotators circled multiple objects as the topic of the

sentence; in these cases, both objects were recorded as being equally probable topic referents®.

5The inter-annotator agreement score as measured through Fleiss’ Kappa was &, = 0.37, indicating fair
agreement between annotators. It will be important in future work to adapt the annotation protocol to
increase rate of agreement.
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3.3.2 Cognitive Status Annotation

Ground-truth cognitive status information was then collected through a crowdsourced
human-subject study. 160 US participants were recruited from Amazon Mechanical Turk.
Two participants answered an attention check question incorrectly and were dropped from
our analysis, leaving 158 participants (71 female, 85 male, 2 N/A). Participant ages ranged
from 19 to 70 years (M = 35.03, SD = 11.36). Each participant was paid $0.25 for completing

the study.
3.3.3 Procedure:

At the beginning of the study, each participant is shown the scene depicted in Figure 3.1,
and is instructed to remember the objects and their labelings in order to performing their
upcoming task. Participants were then shown the same scene without labels while listening
to a portion of one of the study’s four monologues, as read by the experimenter. Specifically,
participants were randomly assigned to hear a random prefix of a randomly selected mono-
logue (i.e., either only the first utterance of that monologue, the first two, the first three, or

all four).
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Figure 3.1: Scene (labeled)
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At the end of this monologue excerpt, participants were asked to answer two questions,
presented in a randomized order, with the second question becoming available after the first

question was answered. The two questions are as follows:

e Q1: Click on the object in the scene that you think the speaker would most likely be

referring to if the speaker would have said “look at it” at the end of the monologue.

e Q2: Click on all the objects in the scene that you think the speaker would most likely be

referring to if the speaker would have said “look at that” at the end of the monologue.

Two of the monologues used in our study are as shown below.
e Monologue 1:

Ul: You must take the tube with your right hand.
U2: And insert it in at the yellow-green connection here.
U3: Put it on the tube.

U4: Again, with your right hand insert it here in the holder.

e Monologue 2:

Ul: With the right hand stick the two tubes together.
U2: You put that together here with the yellow-green mark.
U3: It is okay that it is not holding firmly.

U4: Now lead the one tube through here.

These questions allowed us to probe the user’s implicit beliefs as to the cognitive status
of the objects in the scene. From a GH-theoretic perspective, if a participant implicitly
believed a given object to be in focus, they should click on that particular object for both
Q1 and Q2, whereas if they believed the object to be activated, they should click on that

object for Q2 but not for Q1. Because the context is narrowly defined and participants were
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given time to examine each object in the scene, we assume that all objects in the scene are
familiar or higher. Thus, if a participant believed the object to be familiar or lower, they
should not click on the object at all. After completing the task, participants completed a
check question (cf. Schreitter and Krenn [13]) requiring users to identify the scene they had
viewed from among several distractors. This allowed us to ignore data from participants
who did not pay sufficient attention while completing the task.

Using this coding procedure, we are thus able to determine the perceived cognitive status
of each object in the scene for each participant after the completion of the monologue excerpt
they were exposed to. When paired with the linguistic status annotations, this allowed us

to train our CSF model, using the procedure described in the following section.

3.4 Training and Evaluation

3.4.1 Training

After collecting this dataset, our CSF was trained in the following way: First, we ini-
tialized a 9x3 matrix whose rows correspond to the nine cognitive/linguistic status pairs
an object could have at time ¢t — 1 ((L;_1, Ny), (Li—1, My), (I;-1,T3), (Ai_1, Ny), (A1, My),
(A1, Ty), (Fio1, Ny), (Fyo1, My), (Fi-1,Tt)), and whose columns correspond to the three
cognitive statuses that object could have at time t (I;, Ay, F}).

For each pair of adjacent utterances in each monologue (U;_1,U;), we consider the data
from all participants (for all objects) who provided data immediately following utterance
U;_1, and from all participants who provided data immediately following utterance U,. For
each resulting pair of datapoints, we identify and increment the correct cell in this matrix.

For example, for the combination of a datapoint from a participant who heard some
utterance and subsequently viewed that object as in focus, and a datapoint from a participant
who heard the next utterance in the same monologue, containing object 1 in a non-topic
role, and at that point viewed the object as being activated, we would increment the cell
((It—1, Nt), Ap). Once all data has been considered, we normalize each row of this table to

produce a conditional probability table.
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3.4.2 Evaluation

To evaluate our CSF model, we then considered each object o and each monologue M, and
retrained our model using all data except that which was collected for object o or monologue
M (for example, while testing for object o; in monologue M, we retrain our model with
all the data except that concerned with M; and/or o01), and used this model (along with
a prior distribution over cognitive statuses for that object as described below) to simulate
what status would be predicted for that object at each point in that monologue.

After each of these utterances, we evaluated the model’s prediction by comparing it to the
majority opinion from participants who had provided data for that object at that point in
that monologue. Combining these prediction results for all eight objects in all four utterances
in all four monologues produced a 128-element prediction vector for the model. Specifically,
we computed these prediction vectors for each of two CSF models, each of which used a

different prior distribution p(S{~1) over cognitive statuses:

e U-Model: an wuninformed prior in which each cognitive status was assigned a prior

probability of 0.33.

e I-Model: a (weakly) informed prior, in which the three cognitive statuses were assigned
prior probabilities I= 0.05, A= 0.1, F= 0.85. These probabilities reflect the fact that
objects are a priori far more likely to be familiar than activated, and among the set of
things that are currently activated it is more likely for a given object to be activated

than in focus.

While in theory this distribution could be learned from data, in a realistic environment
it may be the case that hundreds or thousands of objects are familiar and only one is
in focus, yielding an extremely unbalanced distribution. This weakly informed prior
thus represents an optimistic belief state in which the prior probability of any given

object being in focus is artificially boosted.
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In addition to these two prediction vectors produced by different parameterizations of

our CSF model, we also computed prediction vectors for two baseline models:

e Finite State Machine: First, we computed the decisions made by a rule-based finite
state machine (FSM) model, which formalized a set of heuristics from the GH coding
protocol (the same heuristics previously used in the work of [8]). In this FSM, the
states correspond to cognitive statuses, and transitions are triggered based on linguistic
statuses observed in incoming utterances. For example, for an FSM dedicated to some
object, if that object is mentioned in a topic role, this will deterministically trigger a

state transition to in focus.

e Random Baseline: Second, we computed the decisions made by a random baseline

(RB) model, which predicted cognitive statuses at random.
3.5 Results

The overall accuracy of each model (i.e., the proportion of correct entries in each model’s
prediction vector) is shown in Table 3.1. This demonstrates that our U-model had the highest
accuracy, and that our I-model and the theoretical FSM model had the same accuracy,
slightly less than the U-model.

The accuracy measure of the FSM model suggests that the heuristics encoded in the
GH coding protocol are a good representation of the patterns that can be learned from
the data we collected, given our choice of data annotations. The similarity of the CSF
model’s accuracy to that of the FSM similarly demonstrates that the CSF did a good job of
automatically learning these patterns from our data.

The slightly higher accuracy of the U-model over the I-model suggests that the uniformly
distributed prior probabilities may have been more helpful than the weakly informed prior
distribution.

Finally, the performance advantage of all of these models over the RB model provides a

good baseline measurement of success.

28



Table 3.1: Accuracy measure of each model

model accuracy
U-model 82.03
[-model  81.25
FSM 81.25
RB 32.81

To validate these intuitive assessments, we formally compared our four models using six

pairwise McNemar’s Tests [63, 64], whose results are shown in Table 3.2 and Table 3.4.

Table 3.2: Contingency Table entries for model pairs

modell mode12 Nss st Nfs fo
U-model I-model 104 1 0 23
U-model FSM 8 16 15 8

U-model RB 34 71 8 15
I-model FSM 8 15 15 9

I-model RB 33 71 9 15
FSM RB 34 70 8 16

Table 3.2 (see also Figure 3.2) shows the contingency table values used by McNemar’s
test for each pairwise comparison, where the four N counts refer to the contingency table
cells shown in Table 3.3. That table layout simply depicts a general 2x2 contingency table
[65, 66] comparing the performance of two models A and B. Here, Ny and N, respectively
denote the number of instances where both models failed and succeeded. Ny, and N

respectively denote the instances where one model failed and the other succeeded.

Table 3.3: A 2X2 Contingency Table

model A success model A fail
model B success N, Ngr
model B fail Nfs fo
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Figure 3.2: Comparison between models

The McNemar’s Test statistics x? (with 1 degree of freedom) and p-values [64, 65, 67]
are calculated for each pair of models as shown in Table 3.4. By looking at the McNemar’s

Test results the following deductions can be formally made:

1. The U-model and I-model show similar performance (x* ~ 0 and p-value = 1).
2. The U-model and FSM also show similar performance (x* ~ 0 and p-value = 1).

3. The FSM and RB models show significant difference in their performance (x? = 47.705

and p-value = 0.0001).

4. The CSF model and RB model differ significantly in performance regardless of model

parametrization.

5. The performance difference between the CSF model and the FSM model is not statis-

tically significant.
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Table 3.4: McNemar’s Test statistic (x?) and p-values

x? p-value

U-model, I-model 0.000  1.000
U-model, FSM 0.000  1.000

U-model, RB 48.658 <0.0001
[-model, FSM 0.033  0.8551

[-model, RB 46.513 <0.0001
FSM, RB 47.705 <0.0001

3.6 Conclusion

This chapter concludes our first study where we present the notion of a Cognitive Status
Filter: a statistical model for estimating the cognitive status of some entity that may be
referenced in conversation. We then described a Mechanical Turk experiment used to gather
ground truth data to train this model, and demonstrate how the accuracy of this model
compares to a rule-based FSM model and a random baseline.

The overall accuracy of our CSF model in predicting the cognitive status of an object
was slightly better than that achieved by a FSM. This simultaneously speaks in favor of the
heuristics encoded in the GH coding protocol, while also demonstrating that those heuristics
can be learnt from data. However, there are a number of directions for future work that
may significantly improve the potential performance of the statistical CSF model over the

rule-based FSM model.
3.7 Future Work

First, this experiment used a relatively small corpus collected in a single task; given the
fact that our model works on this small dataset one follow up step would be to collect a larger
dataset from a broader set of HRI scenarios (preferably a gold-standard English corpus), as
that could yield a model with better generalizability.

Second, our CSF model currently only uses linguistic status information that is already

explicitly called for by the subset of the GH coding protocol used to design the FSM model.
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However, the CSF model could straightforwardly be extended to include additional non-
linguistic cues like gaze and gesture which are critical in both human-human and human-
robot communication (e.g., for establishing joint attention [68, 69]), which although not
well described in the GH coding protocol would clearly play a role in informing notions of
cognitive status.

Similarly, we considered only three simple linguistic features (topic mentioned, men-
tioned, and not mentioned) given by the GH coding protocol, whereas more complex and
varied linguistic features could improve performance. Finally, one of the theoretical advan-
tages of the CSF model is its ability to handle uncertainty. This will be critical for integrating
gaze and gesture, which are inherently ambiguous and uncertain cues.

Finally, in future work, we intend to leverage our CSF model to implement a GH-theoretic
anaphora generation model that uses an object’s cognitive status when selecting a referring
form during natural language generation. We further plan to integrate this model into the

DIARC cognitive robotic architecture [70] and demonstrate its use in realistic HRI scenarios.
3.7.1 Limitation

In addition, one limitation of our experimental paradigm is that users may have been
coerced into selecting an object in the scene as a candidate referent for “it” (question Q1,
i.e., as opposed to selecting nothing at all) even when they believed that no felicitous ref-
erent existed. This could be addressed in future work by modifying the question asked to
participants in order to allow them to not select any present object if they did not believe

them to be sufficiently likely candidates.
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CHAPTER 4
GIVENNESS HIERARCHY THEORETIC REFERRING FORM SELECTION

Language-capable interactive robots participating in dialogues with human interlocutors
must be able to naturally and efficiently communicate about the entities in their environ-
ment. A key aspect of such communication is the use of anaphoric language. The linguistic
theory of the Givenness Hierarchy (GH) suggests that humans use anaphora due to (sub-
conscious) assumptions about the cognitive statuses their referents have in the minds of their
interlocutors. In Chapter 3 (see also [15]), we presented a statistical per-entity model of cog-
nitive status. In this chapter, we will now describe how this cognitive status model can be
used in conjunction with data structure oriented methods to facilitate efficient and effective

algorithms for deciding when and how to use anaphora.

4.1 Motivation

For referring to an entity, a speaker needs to make a decision regarding how to refer
to that entity, whether to use a pronoun like if, demonstrative adjectives like this, that, a
definite description like the< NP> or some other referring form. As mentioned earlier, the
GH suggests a strong connection between the presumed cognitive status and the associated
referring forms that can be used to refer to objects having a particular status.

According to Arnold [54], though a lot of work has been done on how the GH affects
linguistic forms, none of the previous linguistic or psycholinguistic work on cognitive status
has been able to identify the underlying mechanisms that involve cognitive status and the
selection of referring forms associated with it.

From the computational linguistic perspective, different issues appear relating to cogni-
tive status and the choice of referring forms. As discussed in their survey, Gatt and Krahmer
[48] provide several reasons motivating our work on GH-theoretic referring form selection.

First, previous work shows that in spite of referring form selection being a research topic
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for long, traditionally more importance has been given to other natural language genera-
tion tasks. Second, while some of this related work has drawn on concepts of discourse
focus/salience [49-51, 53|, none of them leveraged the concept of cognitive status. Third,
most of the previous work also has been either on just using pronouns (not considering other
referring forms given by the GH) or focused on simple visual /textual domains limiting their
use on realistic human-robot interaction scenarios, where several non-linguistic factors might
play a role in informing the cognitive status of an entity.

Our ultimate goal is to decide how to refer to a target O based on its cognitive status.
Our first task is thus to identify the cognitive status of O. We do so using the concept of
a Cognitive Status Engine. As described in Chapter 3, we leverage the concept of Cognitive
Status Filter (CSF) for a given object 0. We maintain distributions over cognitive statuses
for each object presumed to be Familiar or higher through the CSE comprised of CSF's for
each such object (if an entity is not tracked by a CSF, it is assumed to be at most Uniquely
Identifiable (UID)).

Once we have determined the cognitive status of O, we use it to decide how to refer
to O. Each tier of cognitive status is associated with a set of referring forms. One might
thus naively assume that to decide how to refer to O, one could simply use a referring form
associated with O’s presumed cognitive status. While we may do so when O is at most
Familiar or Uniquely Identifiable, when O is In Focus or Activated, this is infeasible for the

following two reasons.

e First, there may be multiple candidate referents that could plausibly be referred to
using that referring form (e.g., when a form like “this” is used to cue an activated
object, and more than one activated object exists). Accordingly, when this type of
ambiguity is identified (i.e., when the set of status-sensitive distractors for an object
are non-empty, it may be avoided by selecting a referring form that involves a definite

description at either the same level or a lower level of cognitive status, e.g. selecting

“this NP” rather than “it”.
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To construct a status-sensitive distractor set, we must identify all objects with at least
the same status as our target. The cognitive status of the target can be quickly retrieved
from the CSE. The distractors to be ruled out are then the union of the data structures

associated with the target’s current most probable cognitive status and higher.

e Second, some referring forms (e.g., “this” and “that”) are only appropriate for objects
that are physically (or temporally) close. An entity may be “temporally close” depend-
ing on when and how often it is mentioned within an utterance or utterances. When
this type of conflict is identified, it may be avoided by selecting a referring form that
does not violate such constraints at either the same level or a lower level of cognitive

status, e.g., selecting “that N” rather than “this N”.
4.2 Problem formulation

We formulate our problem using a machine learning approach. Since, we are trying
to choose a possible referring form (like“it” /“this” /“that” / “thisNP” /“thatNP” /“theNP”)
for an entity depending on its cognitive status and other extralinguistic factors (such as
ambiguity and proximity), we consider this as a classification problem, because we have
discrete input features and discrete output labels. Mathematically, classification can be

represented as
f:X—=Y (4.1)
that is, learning a function or a mapping (f) from input domain (features X) to output (Y

label). Since we have a multiclass classification here, it implies that we have non-linear data

and so we need a non-linear classification model, like, a decision tree to solve our problem.
4.2.1 A Decision Tree classifier model

A Decision tree represents a function that takes as input a vector of feature values and
returns a decision, that is a single output value. A decision tree is also often visualized as

a tree like structure where the main components are nodes, branches/edges and leaves and
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the steps on which the model is built are splitting, stopping and pruning.

e Nodes: The root node (also known as decision node) represents a choice that divides
the entire dataset into two or more mutually exclusive subsets of data. The root node
represents the entire dataset and does not have any parent node. The internal nodes
represent one of the possible choices available at that point in the tree. The leaf nodes

represent the final outcome as a result of all the previous decisions.

e Branches: The branches depict outcomes that emerge from the root node and the
internal nodes. They can be thought of as “if-else” rules. Thus each path from the

root to a leaf node represents a classification decision rule in the tree.

e Splitting criterion: The decision tree makes decisions by splitting its nodes. Thus,
splitting is the process of dividing a node into multiple sub-nodes (child nodes) to create
relatively “pure” nodes. Depending on the type of the target variable (continuous or

discrete), node splitting is done in multiple ways:
— reduction in variance (for continuous target variable),
— gini impurity or information gain or chi-square (for categorical target variable)
e Stopping criterion: Stopping rules are applied to a decision tree to avoid making it
highly complex. This means, that if the tree continues to grow maximally until each

leaf node corresponds to the “purest”, then the model suffers from overfitting of data.

Thus, the tree will suffer from poor generalizability of data and lack robustness.

Similarly, if we stop the splitting too early, the model suffers from underfitting, which
implies that error on training data is not sufficiently high and the model will perform

poorly due to bias.

e Pruning: Underfitting and overfitting of a decision tree model can be prevented by

either setting constraints on the size of the tree or by pruning. Pruning is the process
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of reducing the size of a decision tree by removing sections of the tree. This tends to
reduce the complexity of the final classifier model and thus improves the predictive

accuracy by minimizing overfitting.

Advantages of a Decision tree classifier: The Decision tree classifier is one of the most
popular models used in the fields of machine learning, data mining, etc. Decision trees are
easy to visualize, interpret and understand (intuitive). They can handle both categorical
and numerical data and does not require normalization of numerical data. They are able to

perform both binary and multi class classification.
4.2.2 Comparison between different non-linear classifier models

A brief comparison between the different non-linear classifiers, that is, kernel Support
Vector Machines (SVM), K-Nearest Neighbors (KNN), Naive Bayes and Decision tree is as

mentioned below.
e SVM: Achieves high performance on non-linear classification problems but it is complex

and can be computationally expensive.

e KNN: Classifies an example input by identifying its k nearest neighbors’ class. Simple
to understand, is fast and efficient but we need to manually choose the number of

neighbors (k-value).

e Naive Bayes: It is a probabilistic classifier model based on the Bayes’ theorem. It
assumes that all features are independent of each other and contribute equally to the

outcome, which is not always true in real-life scenarios.

Thus, we chose to solve our GH-theoretic referring form selection problem using a decision

tree classifier because of the earlier mentioned advantages over the other classifier models.

4.3 Dataset

The dataset that we used to implement the decision tree modeling approach to our

problem is the data collected by Bennett et al. [71] for their human-subject experiment in
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which each participant collaborated with a human learner and a robot learner to complete

a task together. The initial setup of the task setting is as shown in Figure 4.1.

Figure 4.1: Initial whole setup [71]
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Figure 4.2: Initial setup for participant|71]

The experimental environment consisted of 7 objects - four different boxes labeled A,
B, C and D, three colored towers (yellow, red and blue). The experiment room is divided
into four quadrants with the boxes and towers are placed as shown in the Figure 4.2 (also
same as the initial setting). Each participant would sit in front of the small demo setup and
change the initial setting by moving the boxes and knocking down the towers and achieve a
goal setting as shown in Figure 4.3. After the human/robot learner entered, the participant
gave instructions to the learner to achieve the same goal setting on the actual setup in the

room.
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Figure 4.3: A goal setup [71]

The dataset consists of both textual data (instructions given by the participant) and video
data where we can watch each interaction between the participant and the human/robot
learner. The dataset consists of 66 monologues and 485 utterances in total (after removing
the utterances that did not mention any object). Each monologue contains a different number

of utterances, ranging from 5 to 24. An example monologue from the dataset is as shown

below:

e Monologue:

Ul: Um, first, we're gonna go push block A to the back-center of box 1.
U2: Um, and knock over the blue tower.

U3: Then we're gonna take box B and move it to the center of the 3rd quadrant.
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U4: Um, box C is going to go right on the number 4.

Ub: Um, and then box D is going to go to the corner on the line with box 1 on it, up

against the wall.
U6: Um, box C needs to be on the number 4.

U7: Um, Box D needs to be closer to the line.

Each row in the final dataset represents a reference to an object, that is, how someone
in the video referred to that object. the final dataset has 603 rows of data. The features
used in our dataset are cognitive status, number of distractors, temporal distance, physical
distance and the target label is the referring form used. While “cognitive status”, “physical
distance” and “referring form” correspond to categorical data, the “number of distractors”
and “temporal distance” correspond to numerical data.

The features are described as below:

1. The Cognitive Status information (in focus/activated/familiar/uniquely identifiable)
for each object in a monologue is obtained by using our CSF model [15]. Thus, four

possible values for this feature.

2. The number of distractors for each object in the monologue is then obtained by calculat-

ing the number of objects having the same status or higher (as mentioned previously).

3. The physical distance of an object from the speaker is obtained through watching the
videos. For each object mentioned in an utterance by the speaker, if the object was
placed in either quadrants 1 or 2 then we considered it as “far”, if the object was placed
in quadrants 3 or 4 then we considered it as “close”, and if the object was placed just
on the borders separating the quadrants then we considered it as neither close nor far,

so “none”. Thus three possible values for this feature.

4. The temporal distance is calculated from the text data (utterances) that we have where

we can see when exactly and how many times was an object mentioned (thus calculated
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on the basis of reference). The temporal distance of an object in an utterance is defined

as the inverse of its total count of the number of times it was mentioned previously.

For example, if an object is most recently mentioned then its count is 1 and its temporal
distance is 1; if the object was the second most recently mentioned then its count is
2 and temporal distance is 0.5 and so forth. This means that if an object is never

mentioned in an utterance then its temporal distance is 0.

5. The referring form used is again obtained from the text and video data. The six

possible values for the target feature are it, this, that, thisNP, thatNP, theNP.
4.4 Training

We used the publicly available open source software WEKA (Waikato Environment for
Knowledge Analysis). It is a popular suite of machine learning software written in Java,
developed at the University of Waikato, New Zealand [72].

REPTree (Reduced Error Pruning Tree) algorithm of WEKA software is a popular ma-
chine learning algorithm based on Quinlan [73] C4.5 algorithm. It is a fast decision tree
learner and builds a decision or regression tree model using information gain or variance as
the splitting criterion and prunes it using reduced-error pruning (with backfitting). It only
sorts values for numeric attributes once. The missing values are dealt with by splitting the
corresponding instances into pieces (i.e. as in C4.5) [73-75].

WEKA performs stratified 10-fold cross-validation by default. This means that the
dataset is split into 10 subsets, and one subset in turn is the test data with the remaining 9
subsets as the training data. We experimented with the different values of cross-validation
folds (5, 10, 15), to obtain the model with the best accuracy and finally used 15 (best

accuracy obtained for the main model).
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4.5 Evaluation

Our main dataset, with all the previously mentioned features, is named as D1. D1 is

further modified to obtain three more datasets:

e dataset D2 (without temporal distance feature)
e dataset D3 (without physical distance feature)

e dataset D4 (without distance sensitivity)

This is done to evaluate our main model obtained through D1, with the baseline models
created by D2, D3 and D4 respectively, so that we can compare the performance of our main
model with these baseline models. In our case, it also helps in providing insights regarding
how the distance feature affects the performance of the models.

Our chosen evaluation metrics as obtained through WEKA are: accuracy of prediction
of model, root mean squared error (RMSE), precision, recall and F1 score.

In the next section, we discuss the results and visualize the decision tree models as

obtained through WEKA.
4.6 Results

After performing a 15 fold-cross validation on each of the datasets, the final results are
as shown in Table 4.1 below. As evident from the accuracy values, the model generated
for D2 has the highest accuracy (86.07%) followed by the main model with D1 (84.74%).
The models generated with D3 and D4 have similar accuracy. The model without distance
sensitivity has the worst accuracy. Thus, it is evident that the distance parameter is an
important factor while selecting the appropriate referring form for an entity. The model
with D2 (with only physical distance feature) has the highest accuracy which might indicate
that only physical distance information is more important than temporal distance alone or

when both the distances are considered.
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The model with D2 also has the least root mean square error, highest precision and F1
score. With regard to all the metrics, our main model (with D1) performs fairly good than

the models generated with D3 and D4 respectively.

Table 4.1: Evaluation Metrics

model(D1) model(D2) model(D3) model(D4)

Accuracy 84.74 86.07 83.58 83.57
RMSE 0.1971 0.1949 0.2077 0.208
Precision 0.858 0.882 0.840 0.841
Recall 0.847 0.861 0.836 0.836
F1 measure 0.843 0.858 0.838 0.839

The decision tree model as generated for the main dataset D1 is as in Figure 4.4 below.

As evident from the tree, instances of all the six referring forms are generated here.

1: CS

= UID/E-I/\\ACT = FAM
/
2 : theNP (18/0) [12/1]] 3: dt_num 6: dist_p 22 : thatNP (118/0) [57/1]
< 0.5/\>= 0.5 =c =f =n
/ \
4: it (53/1) [29/0] 5 : theNP (113/38) [56/16] 7: dt_num 12:\dt_num 21: theNP (17/1) [10/1]
< o.s/\>= 0.5 < 0.5/\>= 0.5
8 : this (51[ 1/0] ;}g_num 13 : that (ﬁ [2/1] :Ihist_t
< 1.5/\>= 1.5 < 0.75 >=0.75
10 : thisNP (8/4) [5/0] 11 : theNP (29/4) [15/2] 15: d{_t 20 : theNP (15/0) [9/0]|

< 0.42 >=0.42

BN

16 : theNP (6/0) [0/0] 17: dt_num

L

< 2.5 >=2.5

18 : thatNP (13/5) [2,’0]‘ 19 : theNP (3/0) [3/2]‘

Figure 4.4: Decision Tree model for D1

The interpretation of the decision tree in Figure 4.4 is as explained below:
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The root node represents the entire dataset samples, and the main split happens on the
cognitive status (CS) feature. The root node splits into four possible cognitive statuses.
There are no further splits on the familiar (FAM) and uniquely identifiable (UID) statuses.
Thus, the leaf nodes with the referring forms “thatNP” and “theNP” represents the target
labels for the FAM and UID statuses respectively.

For the in focus (IF) status, the only split that happens is on the number of distractors
feature (dt_-num), and as evident, when there are no distractors the tree decides on the
referring form “it” and if there is at least one distractor then the tree decides on the referring
form “theNP”.

For the activated (ACT) status multiple splits happens. The main split happens on
the physical distance feature (dist_p). Thus, when the distance is none, the referring form
is “theNP”. When the distance is close, another split happens with respect to dt_num.
Thus, if there are no distractors then the referring form is “this”, else, for at most one
distractor the referring form is “thisNP”, and for at least 2 distractors the referring form is
“theNP”. When the distance is far, another split happens on the dt_ num feature. Thus, if
there are no distractors then the referring form is “that”, else, another split happens on the
temporal distance (dist_t) feature. Thus, if most recently mentioned object then referring
form is “theNP”, otherwise, another split happens on dist_t. Thus, if at most 3rd most
recently mentioned object then the referring form is “theNP”, if at least 2nd most recently
mentioned object then the referring form is “theNP”, else, final split happens on dt_num.
Thus, when there are at most 2 distractors the referring form is “thatNP” and when there
are at least 3 distractors the referring form is “theNP”.

The decision tree model as generated for the dataset D2 is as in Figure 4.5 below and

the interpretation of this decision tree is given similar to the previous one.
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= UID =IF = ACT = FAM

\
TR s Saa 14 : thatNP (118/0) [57/1]
<o.5/\>= 05 =°/=]f\ =n
- (531{[29,0] o thenp(\na,aa, pEEl o dt_m,m/ 12 : theNp (Lmz) [16/5] 13 : theNP (17/1) [10/1]
< u.s/\>= 0.5
8 : this (5[1/)[1I0] 9}1:_num
/< 1.5/\>= 1.5\

10 : thisNP (8/4) [5/0] 11 : theNP {29/4) [15/2]

Figure 4.5: Decision Tree model for D2

The root node represents the entire dataset samples, and the main split happens on the
cognitive status (CS) feature. The root node splits into four possible cognitive statuses.
There are no further splits on the familiar (FAM) and uniquely identifiable (UID) statuses.
Thus, the leaf nodes with the referring forms “thatNP” and “theNP” represents the target
labels for the FAM and UID statuses respectively.

For the in focus (IF) status, the only split that happens is on the number of distractors
feature (dt_num). Then, when there are no distractors the tree decides on the referring
form “it” and if there is at least one distractor then the tree decides on the referring form
“theNP”.

For the activated (ACT) status multiple splits happens. The main split happens on the
physical distance feature (dist_p). Thus, when the distance is none, the referring form is
“theNP”, when the distance is far, the referring form is “theNP” and when the distance
is close, another split happens with respect to dt_num. Then, if there are no distractors,
the referring form is “this”, else, another split happens on dt_ num. Then, for at most one

distractor the referring form is “thisNP”, and for at least 2 distractors the referring form is
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“theNP”.

The decision tree model as generated for D3 is as in Figure 4.6 below. Though this model
is not able to generate instances of all the referring forms, it is worth noting that this model
is much simpler than the other two models while having similar accuracy to other models.
The model generated with D4 has the same tree structure as in Figure 4.6 for the same

15-fold cross validation used.

1: CS
= UID =IF = ACT = FAM
/ \
2 : theNP (18/0) [12/1] 3: dt_n{n 6: theNP{}JORG) [47/14] 7 : thatNP (118/0) [57/1]
< o‘s//\“ 0.5

s i

4 : it (53/1) [29/0] 5 : theNP (113/38) [56/16]

Figure 4.6: Decision Tree model for D3

4.6.1 Conclusion

We presented our second study, a machine learning approach to the problem of GH-
theoretic referring form selection using a decision tree classifier model and demonstrated
that the model automatically learns the decisions from the data. We trained the model as
well as several baseline models on a corpus of human-human and human-robot interactions.

We compared the performance of our trained model with the baseline models and demon-
strated that the physical distance feature is more informative than the temporal distance
feature.

We demonstrated that using non-linguistic features (such as ambiguity and proximity)

along with the cognitive status of an entity might inform the choice of a referring form.
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Since the accuracy measures of all the models are close to each other, we cannot prove
that one model is better than the other (without doing hypothesis testing). This is because

of two reasons:

e First, our CSF model’s accuracy is around 82%, which means that the cognitive status
information (which is one of the features) might not be correct all of the times, which

in turn might affect the accuracy of our decision tree model.

e Second, the referring forms chosen by people really are context specific and depends
on their own preferences of referring to an object. For example, while referring to a
box, they can say “the box”, “this box”, “that box”, or something else. Every time our
models generated a wrong prediction for an object, it meant that the referring form
predicted by the model did not match the exact referring form used by a particular

participant for that particular object.
4.6.2 Future work

One aspect of this particular dataset [71] is that we did not have many instances for the
referring forms “this” and “that”, so in future we would like to collect a bigger and more
balanced dataset that has relatively similar number of occurrences of all the referring forms.

In future work, we would also like to include all the 6 cognitive statuses and all the
referring forms as encoded in the Givenness Hierarchy to generate a full anaphora genera-
tion model for referring form selection. We will extend our anaphora generation model for
selection of referring content.

Finally, we intend incorporate the GH-theoretic anaphora generation model into the

DIARC [70] robotic architecture to demonstrate its use in real-world HRI contexts.
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CHAPTER 5
CONCLUSION AND FUTURE WORK

In our first study, we have presented the notion of a Cognitive Status Filter: a statistical
model for estimating the cognitive status of some entity that may be referenced in conver-
sation. We then described a Mechanical Turk experiment used to gather ground truth data
to train this model, and demonstrate how the accuracy of this model compares to a rule-
based FSM model and a random baseline model. The overall accuracy of our CSF model
in predicting the cognitive status of an object is similar to that achieved by a FSM. This
simultaneously speaks in favor of the heuristics encoded in the GH coding protocol, while
also demonstrating that those heuristics are learnable from data.

In our second study, we used our CSF model to inform GH-theoretic natural language
generation. Specifically, For achieving our goal of leveraging the concept of cognitive status
to directly select referring forms for effective NLG and depending on our intuitions as to
what extralinguistic factors (such as ambiguity, proximity, etc.) interact with the cognitive
status to determine the referring form we should use to describe the target entity, we further
presented a technique for GH-theoretic NLG.

We adopted a machine learning technique, that is, we used a decision tree classifier
model to automatically generate the decisions for selecting referring forms given the input
parameters. We depicted that this decision tree modeling approach has an accuracy of
84% on the dataset used. We also demonstrated that the physical distance parameter of
an object from the speaker is an important non-linguistic factor for the choice of referring
forms (possibly more important than temporal distance). Though we could not strongly
suggest on how good or bad our model is, because of the inherent issues such as moderate
accuracy of our CSF model in predicting the status of an object and the referring forms

being person-specific.
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Through this study we demonstrated that cognitive status is indeed an important factor
that needs to be considered for effective language generation. We also demonstrated that
cognitive status information augmented with non-linguistic factors affect language genera-

tion.
5.1 Future work

We believe that a computational model of cognitive status that takes into account ex-
tralinguistic factors (gaze, gesture) and may be other informative sources (like human behav-
ior recognition) and thus accounts for uncertainty (which is expected for real life scenarios)
would not only generate a cognitively informed approach to reference generation, but would
provide a more robust and successful model of reference understanding as well. Moreover,
such a model would provide us with linguistic insights that would allow for refinement of
the Givenness Hierarchy itself, thus providing benefits not only for robot designers, but for
linguists and cognitive psychologists as well.

We expect that a situated, GH-theoretic approach to referring form selection will be
beneficial to both computational linguistics and psycholinguistics communities, giving us a
more robust and generalized model that accounts for a wider range of referring forms and
cognitive statuses and greater applicability to situated domains.

From the perspective of applications in real world HRI scenarios where social robots
are expected to behave and converse like humans, we believe that a GH-theoretic model of
language generation can be used to take a step forward in the development of “Theory of
Mind” capabilities among language capable robots.

Theory of Mind (ToM) is defined as the attribution of mental states such as beliefs,
goals, intentions and desires to other agents or humans [76-79]. Accordingly, researchers in
robotics field working in ToM, believe that in order to build human-like robots with social
skills as humans, robots need to be able to learn about the properties of both animate and
inanimate objects present in the world and have thus examined what other agents believe

about particular entities. Research by Scassellati [80] deals with inferring intentions of other
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agents, and research by Hiatt et al. [81] deals with deducing the beliefs of other agents.

In contrast, the Givenness Hierarchy accounts for a different aspect of ToM, concerned
not with what propositional content others associate with an entity, but whether an entity is
known and what cognitive status it holds in their mind. As demonstrated by Gundel et al.
[82], children (by age of 3 or earlier) are able to use the full range of referring forms given
by the GH, specifically, being implicitly able to judge “non-propositional” cognitive statuses
and “focus of attention” with respect to the target entity and being able to explicitly judge
“knowledge and belief” [83]. When compared with adults it has been shown that children
acquire this implicit form of ToM before learning to follow the Gricean Maxims [29] (that
affects the GH).

Thus, our approach to developing a GH-theoretic model of language generation could
provide the foundation of a robust Theory of Mind for robots and can improve on the design
of language capable collaborative robots. This in turn will also help advance future work on
different application areas such as social robotics and natural language processing (NLP),

while providing valuable insights to the areas of linguistics and cognitive psychology.
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