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Abstract. To enable robots to exert positive moral influence, we need
to understand the impacts of robots’ moral communications, the ways
robots can phrase their moral language to be most clear and persua-
sive, and the ways that these factors interact. Previous work has sug-
gested, for example, that for certain types of robot moral interventions
to be successful (i.e., moral interventions grounded in particular ethical
frameworks), those interventions may need to be followed by opportu-
nities for moral reflection, during which humans can critically engage
with not only the contents of the robot’s moral language, but also with
the way that moral language connects with their social-relational ontol-
ogy and broader moral ecosystem. We conceptually replicate this prior
work (N=119) using a design that more precisely manipulates moral re-
flection. Our results confirm that opportunities for moral reflection are
indeed critical to the success of robotic moral interventions—regardless
of the ethical framework in which those interventions are grounded.
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1 Introduction

Research has shown that language-capable robots hold unique persuasive capa-
bility over human interactants. Robots can use their language not only to en-
courage human compliance with requests and commands [4, 7, 31, 24, 3], but also
(intentionally or unintentionally [16, 15]) to influence human systems of moral
and social norms [28, 35, 41]. Critically, robots are not only able to influence the
behaviors of those they directly interact with, but also may influence others in-
directly. That is, robots may influence the behaviors their human interactants
choose to perform around other humans [35]. These “ripple effects” thus have
the potential to more broadly affect interactants’ social and moral ecosystems,
above and beyond their immediate interactions with robots. It is thus critical to
understand how best to steer robots’ potential for moral influence.
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Steering Robots’ Potential for Moral Influence

To prevent robots from exerting negative moral influence, language-capable
robots must avoid violating moral norms or causing moral harm, and be able to
explicitly communicate moral conceptions and values. For example, robots must
be able to reject unethical commands given by interlocutors, and explain or jus-
tify the reason(s) for their non-compliance by highlighting how such commands
violate moral principles [42, 33].

Moreover, given robots’ unique persuasive power, they must be able to lever-
age their persuasive capability to exert positive moral influence. By demon-
strating positive moral tendencies, robots might serve as “moral mediators” that
inspire human interactants to cultivate their own moral tendencies. By issuing
blame-laden moral rebukes, robots might emphasize the importance of key moral
norms, and encourage their adherence by interactants [46]. And just as negative
moral influence may cause negative “ripple effects”, we must also consider the
opportunities for robots to exert positive influence, and for this positive influence
to similarly result in positive “ripple effects [28].”

A social-relational approach would suggest that robots can encourage, em-
phasize, and reinforce moral norms within communal contexts by leveraging the
power resulting from the normative influences on human-robot relationships.
This relational approach can be understood through the lens of a Confucian
ethical framework, in which people cultivate self-reflections and virtuous tenden-
cies through daily interaction with others [2], and in which people’s moral self-
reflection can often be initiated or influenced by other’s words and actions [46].
Through their use of moral language, robots may help interactants cultivate
their moral selves and contribute to a flourishing moral ecology for human-robot
interaction that allows humans to grow.

To best leverage robots’ persuasive capability to exert positive moral influ-
ence, we need to understand different forms of moral language, and the acute
impacts of those different forms. But critically, as we will discuss in the next
section, previous work argues that the effectiveness of different types of moral
language could be mediated by the structure of the interactions in which they
are embedded.

The Structure of Moral Interventions

The impacts of a robot’s moral language are mediated by a host of contex-
tual factors. One such contextual factor is the structure of the interaction that
surrounds a robot’s moral intervention. Previous work from [40], for example,
suggested that for certain types of robot moral interventions to be successful,
those interventions may need to be followed by opportunities for moral reflection,
in which interactants can take their time to examine and digest the information
they receive from the robot, and thus more deeply engage with the content of the
robot’s moral language. If this were the case, it would have significant impacts
on the design of the broader interaction structure of robotic moral interventions.
This suggestion by [40], however, was based on an emergent observation from an
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experiment not explicitly designed to test for the effect of moral reflection. This
creates an obvious need to formally verify this suggestion.

In this work, we thus present a conceptual replication and extension of [40]
(N=119), following the same study procedures, but designed to systematically
investigate the impacts of moral reflection on the effectiveness of robots’ moral
language on human behavior. Our results indicate that opportunities for moral
reflection are indeed critical to the success of robots’ moral interventions and
their associated perlocutionary goals—regardless of the ethical framework in
which those interventions are grounded.

2 Related Work

2.1 Persuasive Robots and Robotic Moral Influence

Human-Robot Interaction (HRI) researchers have demonstrated that interactive
robots, especially language-capable robots, have unique potential to influence
humans in a variety of ways [4, 7, 31, 24, 3, 32, 6, 12, 30]. Not only are robots able
to exert influence over human behaviors, but also researchers have shown that
they can exert moral influence, by weakening humans perceptions of certain
moral norms [16]. This moral persuasive influence may be especially strong for
language-capable robots, due to the uniquely high social agency [19] and moral
agency [9] that may be evoked by natural language capabilities [18]. Critically,
this exertion of negative moral influence can be unintentional [16], meaning it
needs to be watched for and addressed even in contexts where persuasion is not
the robot’s perlocutionary goal [20]. Moreover, this potential for negative moral
influence is particularly concerning due to previous observations that robots
can mediate human–human interaction dynamics [10, 36, 11] and create ripple
effects [35, 38, 28] in which robots influence over humans carries over into human–
human interactions in which the robot is no longer involved.

Yet with this challenge of avoiding negative moral influence comes an op-
portunity for promoting positive moral influence and helping cultivate moral
ecosystems. Research has shown a variety of ways that robots can engage in
moral communication, including rejecting inappropriate commands [5, 17, 14, 21,
39, 38], calling out norm violations [43, 23, 43], justifying necessary norm viola-
tions [33], and giving moral advice [34, 26, 25, 40]. Although these types of ap-
proaches are often motivated by robots’ obligation to avoid performing negative
moral actions, or to avoid exerting negative moral influence, all of these activities,
especially giving moral advice, may also be used to intentionally exert positive
moral influence. Critically, just as the risks of unintentional exertion of negative
moral influence are exacerbated by the possibility for negative ripple effects, we
argue that the benefits of intentional exertion of positive moral influence can be
accentuated by the possibility for positive ripple effects. Although positive moral
influence could be exerted through a variety of moral communicative means, the
most obvious and direct way of doing so may be through the use of moral advice
that explicitly conveys particular moral principles.
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2.2 Confucian Ethics and Moral Reflection

A number of scholars have begun to incorporate Confucian ethics into the philo-
sophical and empirical studies of human–robot interaction, especially as they
relate to calls for increased attention to non-Western ethical theories [42] and
for ethical pluralism [47]. Self-reflection is of critical importance to moral de-
velopment in Confucian ethics. It is also worth noting that moral reflection in
the Confucian tradition is rarely done by people themselves. Rather, it is an
interactive process in concert with others [44]. Such a relational approach can
occur in various settings including: (1) observing and reflecting on how others
(especially moral exemplars) make decisions in moral situations and how we
can improve ourselves by incorporating our reflective thinking into future situa-
tions; and (2) exercising and developing moral sympathy toward others in moral
thought experiments [45].

2.3 Confucian Ethics for Robot Moral Communication

As part of the recent effort to integrate Confucian ethics into human–robot inter-
action, some scholars have recently investigated how robotic moral interventions
grounded in different moral frameworks might have different moral effects. [42]
explored different ways that Confucian ethics could be used to guide the design
of language capable robots. [38] explored the ways that Confucian ethics could
guide the design and use of knowledge representations for generating robot norm
violation responses. [26] [25] investigated the use of role-based, identity-based,
and norm-based language in encouraging participant honesty. And most relevant
to our work, [40] compared the use of role-based and norm-based language for
encouraging interactants to adhere to community-relevant role norms. In that
work, [40] used a Theory of Planned Behavior (TPB) [1] questionnaire to mea-
sure potential changes to the strength of these role-norms, and systematically
varied the timing of this measure to control for potential ordering effects. Cu-
riously, [40] found that role-based moral interventions led to greater observed
adherence to the role-norms under investigation, but only when immediately
preceded by the TPB questionnaire. [40] suggested that this observation may
have been due to the TPB questionnaire serving as an opportunity for moral
reflection, the importance of which would be well justified from a Confucian
ethical perspective, as described above.

If this suggestion were to be accepted, it would mean that robots’ use of
role-based moral language is uniquely impactful for encouraging adherence to
community-relevant role-norms, but only if the robot’s moral language were
followed by an opportunity for reflection on that language. We argue, however,
that this suggestion cannot be accepted by the results of [40]’s study alone.
First, their study was not explicitly designed to interrogate the role of reflection.
Second, while the TPB may indeed have served some reflective role in their
study, an intentionally designed reflective exercise would be needed to justify
[40]’s suggestion. Finally, it is possible that the TPB questionnaire used by [40]
may have overly primed people towards role-oriented modes of reflection, which
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could explain the localization of their observed effects to their role-based moral
language condition. In this work, we thus conducted a conceptual replication
of [40]’s experiment that manipulated the opportunity for reflection in a more
controlled, explicit, and intentional manner. This work aims to test the two
following experimental hypotheses:

Hypothesis H1 When a robotic moral language intervention is followed by an
opportunity for moral reflection, it will lead to greater moral influence, as
demonstrated by greater adherence to the moral principles encouraged by
that moral intervention.

Hypothesis H2 The increases to moral influence facilitated by opportunities
for reflection will be greater when following role-based moral language inter-
ventions than when following norm-based moral language interventions.

3 Method

3.1 Experimental Design

To evaluate our hypotheses, we conducted an IRB-approved human-subjects
experiment with a mixed factorial design, similar to that used by [40]. This ex-
periment used a 2 (Moral language) ×2 (Reflection) ×2 (Experimental Task),
mixed between-within subjects design with two between-subjects factors and
one within-subjects factor. Specifically, participants completed two experimen-
tal tasks (order counterbalanced) and were randomly assigned to receive either
a Norm-Based or a Role-based moral language intervention immediately after
completing the first experimental performance task. Half of participants then
completed a moral reflection exercise after receiving their moral language inter-
vention, and the other half did not complete the moral reflection exercise. After
receiving the moral language intervention and/or moral reflection exercise, all
participants then completed the experimental task for a second time to allow us
to compute pre-intervention to post-intervention performance differences.

3.2 Experimental Task

We chose the experimental tasks used by [40] in order to expand and conceptually
replicate the prior study’s suggestion that a (certain type of) reflective exercise
may have increased the efficacy of (a certain type of) moral language provided
by a robot. As in [40]’s study, the experimental task asked participants to count
the frequency of three articles (“a”, “an”, and “the”) appearing in book pages.

3.3 Experimental Conditions

Moral Language Interventions We also chose to replicate the two moral lan-
guage interventions from [40]’s study, and then add an opportunity for reflection
to address limitations of the original study and the interpretation of its results.
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Thus, for the moral intervention conditions, we used the same two videos
which consisted of a norm-based moral language intervention delivered by a Nao
robot, and a role-based moral language intervention delivered by a Nao robot.
All videos of NAO speaking used NAO’s default ‘voice’ and were coupled with
closed captioning located at the bottom center of each video. These videos can
be found in this paper’s OSF Repository. Participants were first introduced to
the study and the task with a video of a NAO robot serving as the experimenter
in the study. Participants then completed their first article counting task, and
once complete, received either a norm-based moral intervention where the Nao
robot said:

“As a reminder, you are obligated to provide high quality data if you are
to accept payment for this task. Therefore, you should find all the articles
in the text.”

Or, participants received a role-based moral intervention:

“As a reminder, you are a paid research participant, and a good paid re-
search participant helps researchers by providing high quality data. There-
fore, your responsibility is to find all the articles in the text.”

These two videos thus represent two possible robotic moral language inter-
ventions which use different moral frameworks (role-based vs. norm based). The
effectiveness of these moral language interventions are then measured by as-
sessing the difference in task performance before and after receiving the moral
language intervention.

Reflection Exercises The claims of Wen [40] regarding the role of moral reflec-
tion were made on the basis of the placement of a Theory of Planned Behavior
(TPB) questionnaire they used as a dependent measure. Wen’s findings suggested
that the act of completing the TPB questionnaire immediately after receiving
a moral language intervention may have inadvertently served as an opportunity
for moral reflection. Although the TPB may have encouraged reflection, it was
not explicitly designed for this purpose. Moreover, [40] identified several items
within the TPB questionnaire whose wording may have heightened participants’
sensitivity to reflect specifically on the role-based moral language.

We thus developed a two-stage reflection exercise for this experiment. In the
first stage, participants were asked to think about the language that the robot
used in their moral language intervention (i.e., either the norm-based interven-
tion or the role-based intervention), and write down in a free response text box,
what they thought about what the robot said. In the second stage, and immedi-
ately after completing their responses to the first stage, participants were then
asked to indicate how convincing they found the robot’s speech. Participants
were also asked to explain why they felt that way.

To ensure that participants considered each stage of the exercise carefully, we
required a minimum of three minutes to be spent on each stage, and a minimum
of 300 characters to be typed for each free response.
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3.4 Experimental Procedures

After completing an audio/video check to ensure that participants could see
and hear the videos of the NAO robot, and providing informed consent, partici-
pants completed a demographic survey. Participants were then shown the video
in which a NAO robot introduced itself and explained the experimental task.
Next, participants performed the first article counting task, with a video of the
robot continuing to play on the left-hand side of the screen as shown in Figure 1.
Once participants completed the first article counting task, they were shown a
video in which the NAO robot either gave a norm-based language intervention
or a role-based language intervention based on their assigned Intervention con-
dition. After watching the intervention video, half of participants completed the
reflection exercise and then completed the second experimental task. The other
half of participants immediately completed the second experimental task with
no opportunity for moral reflection. Finally, participants were paid.

Fig. 1. Screenshot of the experimental task page.

3.5 Dependent Measures

Our key dependent variable in this experiment was improvement of performance
between article counting experimental task one and article counting task two,
which reflected changes in role-norm adherence. Performance was calculated by
the difference between the reported counts and the actual counts for all three
types of articles. To gain a deeper understanding of how the effectiveness of
robots’ moral interventions may have been mediated by reflection, we collected
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the text participants produced for the reflection exercise. We performed an ex-
ploratory content analysis of this text, with respect to: the amount of text par-
ticipants wrote in their reflection exercises, participants’ use of reflection-related
verbs and role-related and norm-related words.

3.6 Participants

One hundred and nineteen participants (58F, 60M, 1NB) were recruited from
Prolific (www.prolific.co). All participants passed “bot check” procedures. Par-
ticipants’ ages ranged from 19 to 71 years old (M=32.80, SD=10.03).

4 Performance Analysis

4.1 Analysis

We analyzed our data through a Bayesian analysis framework [37], using version
0.16.3 of the JASP statistical software [22]. Within this framework, we conducted
a Bayesian Analyses of Variance (ANOVA) with Bayes Factor Analysis to assess
(1) the impacts of the moral reflection exercise, (2) the impacts of the type
of moral language intervention, and (3) the potential interaction between these
two factors. Bayes Factors are odds ratios representing the relative strengths of
evidence for and against hypotheses. A Bayes Factor BF10 represents the relative
likelihood of the collected data under hypothesis H1 versus hypothesis H0. We
specifically calculated Bayes Inclusion Factors across matched Models [13, 29],
which represent, for each candidate main effect and interaction effect, the relative
likelihood of models containing that effect versus models not containing that
effect, thus providing a measure of the strength of evidence in favor of that
effect. Bayes Factors were then interpreted using community standards [27]. All
data and analysis scripts can be found in this paper’s OSF Repository.

4.2 Results

Our analysis provided very strong evidence in favor of an effect of the reflection
exercise (BF 34.783), but moderate evidence against both an effect of interven-
tion type (BF 0.193) and an interaction effect between the reflection exercise
and the intervention type (BF 0.255). As shown in Figure 2, participants who
received an opportunity for reflection had greater improvement of performance
in the second article counting task (M=-3.639, SD=6.718) than did participant
who received no such opportunity (M=-0.241, SD=3.461).

5 Content Analysis

We will now discuss the exploratory content analysis that followed our hypothesis-
driven statistical analysis.
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Fig. 2. Error Gain between tasks (errors made post-intervention minus errors made pre-
intervention), by experimental condition. Lower numbers indicate better performance
on the second task (post-intervention) relative to the first task (pre-intervention).

5.1 Analysis

After screening out one participant whose responses demonstrated a lack of un-
derstanding of the task, sixty participants remained who had been completed the
reflection exercise. Two authors coded about half of these remaining responses
each, looking for keywords that demonstrated either attention to roles, atten-
tion to norms, or direct evidence of reflection. After discussion, the two authors
agreed on a final set of keywords in each of these three categories.

After defining the norm keywords, role keywords, and reflection verb cate-
gories, the two authors each coded a shared set of 20 responses, counting the
frequency of words belonging to each of the three categories. We then computed
interclass correlation coefficients to assess inter-rater agreement between the two
coders, which showed good agreement for all categories (ICCs between 0.8 and
0.89). We thus proceeded to count the frequency of each keyword for each of the
three categories for all responses. Analysis on the coded data set was conducted
only for participants (N = 60) given the opportunity to engage in reflection af-
ter the robot’s moral intervention. We also computed the total number of words
used by each participant in their reflection.

Finally, we conducted a Bayesian repeated measures ANOVA (RM-ANOVA)
with Inclusion Bayes Factor Analysis (with moral intervention type as a between-
subjects factor and type of vocabulary assessed as a repeated measures factor)
to explore differences between norm and role based vocabulary use in each of
the two moral interventions, and conducted t-tests with Bayes Factor Analysis
to explore the differences in reflection verb use, as well as total number of words
typed (as a measure of reflection extensiveness), in each of the two conditions.

5.2 Results

Evidence of General Reflection A t-test revealed anecdotal evidence in fa-
vor of an effect of moral intervention type on reflection verb use (BF 1.730)
While there was probably no difference in reflection verb use, participants may
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have used more reflection verbs after norm-based moral interventions (M=2.000,
SD=1.789) than after role-based moral interventions (M=1.172, SD=1.104), A
t-test revealed moderate evidence in favor of an effect on reflection as mea-
sured by character count (BF 5.907). Participants typed more characters after
a norm-based moral intervention (M=375.484, SD=102.355) than after a role-
based moral intervention (M=309.414, SD=80.231).

Moral Language Use An RM-ANOVA revealed anecdotal evidence against
an effect of robot’s moral language intervention type on moral language use
in the reflections (BF 0.747) suggesting that there is probably no effect, but
participants may have generally used more morally relevant language in their
reflection after a role-based moral intervention (M = 1.47,SD = 1.77) than af-
ter a norm-based moral intervention (M = 0.97, SD= 1.16). This analysis also
revealed moderate evidence against an effect of type of moral language, sug-
gesting that overall, norm-based and role-based moral language were used with
relatively equal frequency across reflections (BF 0.297). Finally, this analysis
revealed extreme evidence of an interaction between type of robot’s moral lan-
guage intervention and type of moral language use in reflections (BF 348.179),
as visualized in Fig. 3.

Post-hoc t-tests provided moderate evidence (BF 3.469) that after the norm-
based intervention, norm-based moral language (M=1.323, SD=1.249) was used
more frequently than role-based moral language (M=0.613, SD=0.955), and
moderate evidence that after the role-based moral intervention, role-based moral
language was used even more frequently (M=2.103, SD=2.110) than norm-based
moral language (M=0.828, SD=1.037), with very strong evidence (BF 39.871)
that role based language was much more strongly encouraged after role-based
moral interventions than after norm-based interventions.
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Fig. 3. Vocabulary Use in Moral Reflections by Type of Moral Intervention and Type
of Moral Language. Error bars represent 95% Credible Intervals.

These results suggest that although the norm-based intervention may have
been more effective at promoting general reflection, both interventions were ef-
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fective at promoting their specific types of moral reflection, with the role-based
intervention especially effective in this regard.

6 Discussion

We contribute to the growing body of research demonstrating the potential for
positive moral influence of language capable robots. Specifically, we investigated
the positive impact of robots’ moral language, as mediated both by different
moral frameworks and by the opportunity for reflection. Our work serves as a
successful conceptual replication of [40]’s work, validating their suggestion that
opportunities for people to reflect on ethics could increase the effectiveness of
role-based moral language delivered by a robot, while building on and providing
nuance to this suggestion.

A main contribution of this work was to address the limitations of their study,
in which questionnaire placement may have inadvertently acted as an opportu-
nity for moral reflection and potentially for only one type of moral language.

Building on [40]’s work, our first hypothesis was that when a robotic moral
intervention was followed by an opportunity for moral reflection, it would lead
to a greater moral influence, as demonstrated by greater adherence to the moral
principles encouraged by that moral intervention. In this study, the adherence to
the moral principles was reflected in the improvement in performance of a citizen
science task. Our behavioral data support this hypothesis, with participant error
rates decreasing only when provided with opportunities for reflection, regardless
of which type of moral language was used to encourage their performance im-
provement. Thus, Hypothesis H1 was supported.

Our second hypothesis was that the increases to moral influence facilitated by
reflection would be greater after role-based moral interventions than after norm-
based moral interventions. This hypothesis (H2) was not supported. However,
our exploratory content analysis provided preliminary insights that role-based
moral interventions were slightly more successful at encouraging moral reflection,
even if this moral reflection did not directly lead to increased norm adherence
as we had expected. Together, these findings support the conclusion that role-
based interventions can lead to moral reflection, and that reflection can serve as
a means to influence human behavior, but that reflection’s positive influence on
human behavior is sufficiently strong that it is observed regardless of the ethical
framework used to guide a robot’s moral language.

Moreover, while our results suggest potential benefits of both types of moral
language (especially role-based moral language) they also demonstrate a need
to broaden consideration beyond the ethical grounding of robots’ moral inter-
ventions, as the interaction context in which a moral intervention is embedded
may be much more important than the nuances of the moral intervention itself.
In our case, the structuring of an intervention to allow for moral reflection was
more important than the norm-based or role-based grounding of our moral inter-
ventions. Future work should explore other ways that the context surrounding a
moral intervention might be structured to best support intervention efficacy, and
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other ways that reflection exercises can be intentionally structured to facilitate
or reduce the invasiveness of reflection.

7 Limitations and Future Work

Our work has several limitations that motivate future work. First, in conditions
where participants were given the reflection opportunity, we required partici-
pants to reflect for a minimum amount of time and provide a minimum amount
of content. It is possible that different types of reflection exercises, or ones people
select themselves, would have different effects or different moderating effects on
their behavior. Moreover, while we carefully controlled our reflection exercise,
it is possible that reflection exercises that are specifically targeted to different
moral frameworks could be beneficial, especially if they are shorter or less inva-
sive. Second, this experiment operated on a brief timescale. As one of the tenets
of Confucian ethical principles is that cultivating the moral self requires contin-
ued practice over time, change in behavior may require repeated moral reflection
or repeated interventions over longer time scales. Third, future work should repli-
cate our study in a context with increased ecological validity. This experiment
was conducted using video stimuli of robots as a result of the COVID-19 pan-
demic [8]. In-person experiments would allow for increased ecological validity
and richer qualitative analysis. Finally, just as our work helped to provide more
formal basis for [40]’s suggestion through rigorous conceptual replication, so too
should the results of our exploratory content analysis be replicated.

8 Conclusion

Robots stand to wield significant positive and pro-social impact through their
unique capability for positive moral persuasion. By doing so, robots might help
interactants to cultivate their moral selves, and moreover, might cause positive
ripple effects that positively effect interactants’ broader moral ecosystems. In
this work, we explored the ways that robots’ moral interventions – and more-
over, the contexts into which they are embedded – can be structured to best
wield this positive persuasive power. To do so, we conceptually replicated [40]’s
prior work, justifying their intuitions that providing opportunities for moral re-
flection on robot-delivered moral language could be the key to unlocking robots’
persuasive capabilities when giving moral advice. Moreover, our work simultane-
ously sheds light on the unique benefits of role-based moral interventions, while
also encouraging HRI researchers to move beyond specific choices of phrasing
and focus more attention on the interaction structures that will support such
interventions. Our work thus provides substantial nuance to the understanding
of this research landscape that was enabled by prior work [40], while opening up
promising new directions to further explore that landscape in future work.
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