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ABSTRACT
Naturally interacting robots must be able to understand natural
human speech. As such, recent work has sought to allow robots to
infer the intentions behind commonly used non-literal utterances
such as indirect speech acts (ISAs). However, it is still unclear to
what extent ISAs will actually be used in task-based human-robot
dialogue, and to what extent robots could function without the
ability to understand ISAs. In this paper, we present the results of
a Wizard-of-Oz experiment that examined human ISA use in sce-
narios that did or did not have conventionalized social norms, and
analyzed both ISA use and perceptions of robots when robots were
or were not capable of understanding ISAs. Our results suggest that
(1) ISAs are commonly used in task-based human-robot dialogues,
even when robots show themselves unable to understand ISAs; (2)
ISA use is more common in contexts with conventionalized social
norms; and (3) a robot’s inability to understand ISAs harms both
the robot’s task performance and human perception of the robot.

KEYWORDS
Task-based human-robot dialogue; Human perceptions of robot
communications; Speech act theory; Intention understanding

ACM Reference format:
Tom Williams, Daria Thames, Julia Novakoff, and Matthias Scheutz. 2018.
“Thank You for Sharing that Interesting Fact!”: Effects of Capability and
Context on Indirect Speech Act Use in Task-Based Human-Robot Dialogue.
In Proceedings of 2018 ACM/IEEE International Conference on Human-Robot
Interaction, Chicago, IL, USA, March 5–8, 2018 (HRI ’18), 9 pages.
https://doi.org/10.1145/3171221.3171246

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
HRI ’18, March 5–8, 2018, Chicago, IL, USA
© 2018 Copyright held by the owner/author(s). Publication rights licensed to Associa-
tion for Computing Machinery.
ACM ISBN 978-1-4503-4953-6/18/03. . . $15.00
https://doi.org/10.1145/3171221.3171246

1 INTRODUCTION AND MOTIVATION
When humans interact with each other in natural language, they
often use linguistic forms whose intended meanings are not lit-
erally specified, but instead must be inferred. For example, when
a human asks “Can you show me the way to the train station?”,
her interlocutor may infer from goal-based, task-based, or other
context-based information that she is not really asking a question,
but is instead making a request. Such non-literal utterances, known
as indirect speech acts (ISAs) [39], are used to achieve a variety of
socio-cultural goals (e.g., politeness) [23]. While the use of indirect
speech acts differs individually and cross-culturally [43], their use is
generally accepted as a common feature of natural human dialogue.

Due to the social benefits of politeness, there has been a signif-
icant body of natural language-based HRI research (see also [12,
26, 28]) investigating how robots can use politeness strategies such
as indirect speech, and the effects of those strategies on human
perceptions of robots [3, 7, 9, 15, 22, 31, 41]. Furthermore, recent
work has investigated the extent to which humans will use po-
liteness strategies when interacting with robots [24, 25]. Lee and
collaborators, for example, examined humans’ interactions with a
robot receptionist, and observed wide variability in humans’ adher-
ence to social norms such as greeting and thanking [25], but that
participants who did engage in such behaviors were more likely
to also participate in other social norms such as politeness. Other
researchers have examined the effects of gender on politeness to-
wards robots [30, 46], or analyzed the implications (and potential
importance) of being polite to robots [5, 21].

In our own work, we have begun to specifically investigate how
humans will use ISAs, but only within the narrow context of novel
interaction tasks. In our work with Bennett et al., our results sug-
gested that humans may use indirect language with similar fre-
quency when interacting with both autonomous and teleoperated
robots as they do with other humans [4], at least in the context of
novel task contexts without highly conventionalized social norms.
In our work with Briggs et al., our results suggested that, in sim-
ilarly novel task contexts, humans use a high percentage of ISAs
regardless of robots’ ability to understand them [10].
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In addition, there has also been significant research work exam-
ining mechanisms by which robots might automatically understand
(i.e., infer the intentions behind) ISAs. Trott and Bergen provide
an excellent analysis of the sub-problems that comprise the com-
prehension of indirect requests [45]; Hinkelman and Allen present
an approach to understanding conventionalized and unconvention-
alized ISAs [18]; Wilske and Kruijff present an approach to un-
derstanding conventionalized ISAs under uncertainty [48]; Briggs
and Scheutz present an approach to understanding and generat-
ing conventionalized and unconventionalized ISAs [7]; and in our
own previous work we present an approach to understanding and
generating conventionalized ISAs under uncertainty [47].

If we accept the premise that humans will use ISAs when com-
municating with robots, then it is clearly beneficial to enable robots
to understand them, especially for robot designers seeking to de-
velop genuinely helpful robots [35] taskable through vague [44],
human-like instructions. What is more, given the prevalence of
ISAs in human speech, we suspect that not handling ISAs might, in
fact, be one of the largest stumbling blocks preventing successful
natural language-based human-robot interaction outside of the labo-
ratory. Consider, for contrast, the first stage of the natural language
processing pipeline in robotic architectures, speech recognition.
Only recently have word error rates on the popular Switchboard
Corpus [16] fallen into the single digits (i.e., to 6.9% [32]), and yet
this error rate is still generally considered to be too high for natu-
ral human-robot dialogue. We hypothesize that ISA use rates will
be considerably higher than 6.9% in task-based human-robot dia-
logues, suggesting that semantic and pragmatic errors caused by
an inability to understand ISAs might represent an equal or greater
obstacle for successful real-world task-based human-robot interac-
tions in natural language, which in turn suggests that it deserves
significantly more attention from the research community.

However, the antecedent for these arguments is that ISAs will be
frequently used by humans when interacting with robots; a premise
which has not been established in the literature, and which could be
called into question by several intuitive arguments. One could, for
example, argue that humans are not held to the same social contracts
when interacting with robots as they are when interacting with
other humans, and thus may not feel the need when interacting
with robots to use utterances like ISAs, which are primarily used
to comply with those contracts.

It is thus important to investigate the extent to which indirect
language will actually be used, and the extent to which a robot
could get away without the ability to understand ISAs, and the
extent to which indirect language use may differ between contexts
in which humans have strong social conventions and contracts
(e.g., restaurant or bar scenarios, as examined previously in the
HRI literature [13]) versus those in which such conventions and
contracts do not exist. As previously mentioned, we have begun
to investigate these questions in previous work, but in the narrow
context of novel interaction tasks without conventionalized social
norms (including a preliminary analysis of the conventionalized
task context data from the experiment to be presented in this pa-
per [10]). In this paper, however, we present the first systematic
evaluation of ISA use in different task and dialogue conditions,
significantly extending the scope of our previous investigations.
Specifically, in this paper we examine the following hypotheses:

H1 ISAs are central to task-based human-robot dialogue regard-
less of task context, and as such, will be used with sufficient
frequency that not handling them would yield an unaccept-
ably high utterance error rate (i.e., the failure to properly
understand the intention of an utterance at a rate greater
than or equal to the current (generally considered unaccept-
able) word error rate of 6.9%).

H2 This high frequency of ISA use will occur in both conven-
tionalized and unconventionalized task contexts.

H3 Human social conventions will carry over into human-robot
interactions, leading to perceived differences between con-
ventionalized and unconventionalized task contexts as to
what types of utterances are deemed appropriate.

H4 ISAs will be more often used in conventionalized scenarios.
H5 This high frequency of ISA use will occur regardless of

whether or not ISAs are actually understood by the robot:
Even if a robot demonstrates itself to be fundamentally inca-
pable of understanding ISAs, humans will prefer to continue
using ISAs rather than direct commands (and as a conse-
quence will maintain a high ISA use rate).

H6 If ISAs are central to task-based human-robot dialogue (H1),
a human interacting with a robot unable to understand ISAs
should be less efficient in accomplishing a task than a human
interacting with a robot able to understand ISAs.

H7 If ISAs are central to task-based human-robot dialogue, a
robot unable to understand ISAs should be perceived less
favorably than a robot able to understand ISAs.

2 METHODOLOGY
To investigate these seven hypotheses, we conducted a Wizard-
of-Oz between-subjects experiment in which humans interacted
with a robot in one of two task contexts. The first was a typical
restaurant scenario: a conventionalized context in which humans
readily use ISAs (e.g., “Could I get a coke?”) to give orders to em-
ployees obligated to fulfill their requests. The second was a simple
tower-toppling scenario in which participants needed to command
a robot to knock down colored towers of cans (used by [8]): an
unconventionalized context participants would be unfamiliar with,
and for which there should, therefore, be no conventionalized so-
cial norms requiring the use of ISAs (although they could still be
used felicitously, e.g., “Could you knock down the red tower”). In
each context, participants interacted with a robot that clearly either
understood or failed to understand ISAs.

2.1 Procedure
Participants were randomly assigned to one of four experimental
conditions, in which the task context was either that of a Restau-
rant (REST) or a Demolition (DEMO), and in which the robot either
understood (UND) or misunderstood (MIS) ISAs. In both task con-
text conditions, participants were seated in the corner of a small
experiment room. In the REST scenario, the room was empty; in
the DEMO scenario, the room contained three colored towers of
aluminum cans, as shown in Figure 1a.

Participants were told that the experimenters were in the process
of developing natural language capabilities for robots, and that their
task would be to interact with a robot waiter or a tower-toppling
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(a) Room setup for the DEMO
scenario, our unconventional-
ized task context.

(b) Augmented iRobot Create
used in our Experiment

robot in a simulated restaurant or demolition scenario: after being
introduced to the robot, they were to provide the robot with their
first order (in the REST scenario, they were provided with a list
of three “courses” which they could request to be delivered in any
order; in the DEMO scenario, they were provided with a list of three
towers which they could request to be knocked down in any order);
once the robot completed the first order, they were to provide the
robot with their second order; once the robot completed the second
order, they were to provide the robot with their third order.

The robot then entered the room and introduced itself. The robot
used in this experiment was an iRobot Create augmented with a
Raspberry Pi computer, Hokuyo Laser Range Finder, speakers, and
webcam, as shown in Figure 1b. The robot was teleoperated through
a Wizard of Oz interface by a trained confederate in a nearby room,
using the ADE implementation [36] of the DIARC architecture [33].
The robot’s voice was an ungendered voice produced through the
MaryTTS text-to-speech system [37].

The human and robot then engaged in each of the three sub-
interactions, which proceeded as follows: if the participant used
a direct speech act, such as “Knock down the red tower” or “Bring
me a salad”, or used a bare noun phrase, such as “red tower” or
“salad”, the robot carried out the command. In the REST scenario,
this consisted of driving into a nearby room where a confederate
placed a card corresponding with the requested dish on top of the
robot, after which the robot drove back into the experiment room,
delivered the card to the participant, and requested their next order.
In the DEMO scenario, this consisted of driving into the requested
tower of cans until it had fallen over.

If the participant used an ISA (such as “Could you knock down
the red tower” or “I need a salad”) in the UND condition, the robot
carried out their request as if they had used an equivalent direct
form. If the participant used an ISA in the MIS condition, the robot
took their utterance at face value, issuing a pre-defined response as
listed in Table 1. This table shows the forms of ISA we expected to
observe in our experiments, based on combinations of direct illocu-
tionary point (i.e., statements, questions and suggestive statements),
condition of focus (i.e., sincerity condition or preparatory condition),
and direction of focus (i.e., agent or patient). For example, “Could
you bring me a salad?” has the illocutionary point of a question,
focuses on a preparatory condition of questions (i.e., the condition
that the addressee is able to perform the desired action), and focuses
on the agent (i.e., the addressee bringing the salad, as opposed to

themselves receiving the salad): facets derived from Searle’s Speech
Act Theory [38–40]. After the experiment, participants answered
a post-questionnaire assessing their perceptions of the robot they
interacted with, and their beliefs about what types of utterances
would have been appropriate and/or effective.

2.2 Participation
Participants were recruited online and through fliers posted near a
university campus. Before beginning the experiment, participants
were given a short demographic survey regarding their prior expe-
rience with robots and their use of technology: Of the participants,
21 were male, and 28 were female. Participants varied in age be-
tween 19 and 69 (m = 34.1, sd = 16.2). 12 participants were initially
assigned to each experimental condition; one additional participant
was later recruited for the {REST,UND} condition after a previous
participant forgot to answer a large number of survey questions.
While the majority of participants were beyond college age, we
asked them for information regarding their current or previous
college major, if any. 6 reported studying mathematics, computer
science or engineering; 15 reported studying a natural science or
medicine; 10 reported studying a social science; 7 reported studying
a branch of the arts or humanities; 5 reported studying some other
field; 6 reported no previous or current major. A minority (12/49
= 24%) reported playing video games. The vast majority (45/49=
92%) reported having seen a robot in a movie, but fewer than half
(22/49 = 45%) had seen a robot in real life, and a minority reported
having interacted with a robot before (11/49 = 22%). Participants
were paid $10 each for their participation and provided informed
written consent before beginning the experiment.

2.3 Measures
The dependent variables used in this study involved both behav-
ioral and subjective measurements. To assess Hypotheses H1- H2
and H4- H6, participants’ utterances were recorded and later tran-
scribed. Annotators then classified all task-relevant utterances as
either direct or indirect. To assess Hypotheses H3 and H7, par-
ticipants took a questionnaire following the experiment (based
on [34]), assessing their perceptions of the robot and their beliefs
about utterances that would have been appropriate and effective.

2.4 Expectations
If our seven hypotheses are correct, we would expect the following:

If ISAs are central to task-based human-robot dialogue such that
an inability to understand them would yield unacceptably high
utterance error rates (H1), then we would expect frequency of ISA
use to be greater than the aforementioned rate of 6.9%.

If ISAs are central to task-based human-robot dialogue regardless
of task context (H2), then we would expect frequency of ISA use to
be greater than the aforementioned rate of 6.9% in both the REST
and DEMO task contexts.

If human social conventions carry over into human-robot in-
teractions, leading to perceived differences between convention-
alized and unconventionalized task contexts as to what utterance
forms are deemed appropriate (H3), then we would expect that
participants in the REST scenario would rate a wider variety of
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Table 1: Responses given for different categories of ISAs

Point Cond Dir Example Response
Q P A “Could you X ?” “Yes, I am able to do that. Please tell me your order.”
S S A “I need you to X .” “Thank you for sharing that interesting fact. Please tell me your order.”
S P A “You can X .” “Thank you, but I am already aware of my capabilities. Please tell me your order.”
S[Su] P A “You should X .” “Thank you for your suggestion. Please tell me your order.”
Q P P “Could I get X ?” “Yes, that is permissible. Please tell me your order.”
S S P “I’d like X .” “Thank you for sharing that interesting fact. Please tell me your order.”
S P P “I’ll have X .” “Thank you for sharing that interesting prediction. Please tell me your order.”
S[Su] P P “X should occur.” “Thank you for your suggestion. Please tell me your order.”

(Direct Illoc.) Point: Q=Question, S=Statement, S[Su]=Suggestive Statements; Cond(ition): P=Preparatory, S=Sincerity; Dir(ection): A=Agent, P=Patient.

utterance forms as highly appropriate or inappropriate than those
in the DEMO scenario, but would not necessarily demonstrate such
valenced opinions as to the effectiveness of such utterances.

If ISAs are more frequently used in conventionalized scenarios
(H4), we would expect more ISAs to be used in the REST task
context than in the DEMO task context.

If ISAs are central to task-based human-robot dialogue regardless
of whether they are actually understood by robots (H5), we would
expect the frequency of ISA use to be greater than the aforemen-
tioned rate of 6.9% in both the UND and MIS dialogue conditions.

If a human interacting with a robot unable to understand ISAs is
less efficient in accomplishing a desired task than one interacting
with a robot able to understand ISAs (H6), we would expect more
task-relevant utterances to be required for accomplishing the task
in the MIS condition than in the UND condition.

If a robot unable to understand ISAs is perceived less favorably
by its human interlocutor than a robot that is able to understand
ISAs (H7), we would expect the majority of dimensions in our
post-survey that reflect differences in valenced perception of robots
between our two dialogue conditions to reflect a lower-valenced
perception in the MIS condition compared to the UND condition.

3 RESULTS
Behavioral and subjective measures were first analyzed using the
Anderson-Darling test for normality1, which suggested that our
results were non-normally distributed. Objective measures were
thus analyzed using the Mann-Whitney-Wilcoxon ranksum test2,
and subjective measures using two-way ordinal regression analyses
of variance3. Task context (REST vs DEMO) and dialogue condition
(UND vs MIS) were used as independent variables.

3.1 Behavioral Results
We hypothesized that ISAs would be used frequently across task-
based human-robot dialogue, in general (H1) and in both task sce-
narios (H2) and dialogue contexts (H5), but more frequently in the
conventionalized (i.e., REST) scenario (H4).

In fact, ISAs comprised the majority (52%) of the 295 observed
task-relevant utterances, the majority of participants (69%) used at
1A-D tests [1] were conducted using the nortest [17] R package [29] in RStudio [42].
2Mann-Whitney-Wilcoxon ranksum tests [2] were conducted using the stats R pack-
age [29] in RStudio [42].
3Ordinal regression analyses of variance [27, 49] were conducted using the ordinal [11]
and car [14] R packages [29] in RStudio [42].

least one ISA, and the average proportion of task-relevant utter-
ances coded as ISAs was 46%. This strongly supports hypothesisH1.
ISAs were not, however, uniformly present. As seen in Figure 2, ISAs
were much more frequently used in the REST condition (0.75± 0.39)
than in the DEMO condition (0.16±0.34). While median ISA use
was greater than our threshold of 6.9%, the wide standard deviation
prevents us from confirming our second hypothesis. The large dif-
ference between conditions does, however, support hypothesis H4
(W=441.5, p<.01, Mann-Whitney-Wilcoxon ranksum test).

Figure 2: ISA use across task conditions. Here, the dashed line indi-
cates for comparison the recent 6.9% Switchboard Word Error Rate.

In addition, we hypothesized (H5) that humans would commonly
use ISAs regardless of whether or not the robot could actually
understand such utterances (i.e., in both dialogue conditions), and
that a human interacting with a robot unable to understand ISAs
would be less efficient in accomplishing a desired task than one
interacting with a robot able to understand ISAS (H6).

Our results showed that median ISA use rates was far above our
comparative threshold of 6.9% in both the UND (1.0±0.49) and MIS
(0.4±0.27) conditions, which appears to support hypothesis H5. A
manual examination of the data, however, suggests a more complex
story. Consider, for example, the dialogue shown in Figure 3. On
one hand, this dialogue reflects the lengths to which participants
were willing to go to in order to avoid using direct commands. On
the other hand, this dialogue is an example of another phenome-
non we observed: once participants found a form that “worked”,
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Robot: Hello my name is Waiterbot. I will be helping you today.
Participant: Great, can I order something?
Robot: Please tell me your order.
Participant: Um, can I have one water?
Robot: Yes, that is permissible.
Participant: Great.
Robot: Please tell me your order.
Participant: Can I have one water?
Robot: Yes, that is permissible.
Participant: Great, I’ll take one water.
Robot: Thank you for sharing that interesting prediction. Please tell me
your order.
Participant: Can I order one water?
Robot: Yes, that is permissible.
Participant: Okay, can you bring me one water?
Robot: Yes, I am able to do that.
Participant: May you bring me one water?
Robot: Yes, I am able to do that.
Participant: I would like -
Robot: Please tell me your order.
Participant: I would like to have one water.
Robot: Thank you for sharing that interesting fact. Please tell me your
order. (16-Second Pause)
Participant: Can you bring me one water?
Robot: Yes, I am able to do that. Please tell me your order.
Participant: May you please bring me one water?
Robot: Yes, I am able to do that.
Participant: So can you do it?
Robot: Yes. Please tell me your order.
Participant: Can you go inside and get the water for me?
Robot: Yes, I am able to do that. Please tell me your order.
Participant: My order is water-
Robot: Please tell me your order.
Participant: My order is water.
Robot: Okay. (Robot retrieves meal card for participant)
Robot: Here is your drink.
Participant: Thank you.
Robot: You’re welcome. Please tell me your order.
Participant: My order is two cakes.
Robot: Okay. (Robot retrieves meal card for participant)
Robot: Here is your dessert.
Participant: Thank you.
Robot: You’re welcome. Please tell me your order.
Participant: My order is done.
Robot: Please tell me your order.
Participant: My order is noodles.
Robot: Okay. (Robot retrieves meal card for participant)
Robot: Here is your meal.
Participant: Thank you.
Robot: You’re welcome. Thank you for helping me. We are now done.

Figure 3: In-Task Human-Robot Dialogue (REST,MIS)

they stuck with it. Here, for example, the participant first achieved
success with “My order is X” – a direct response to the robot’s ques-
tion of “Please tell me your order”. For the remaining orders, the
participant stuck with this form instead of shifting to a more natu-
rally phrased direct command (e.g., “Bring me X”). Thus, while our
results do highlight participants’ aversion toward direct commands
in conventionalized scenarios, they also suggest that if they had
been informed from the start that only direct commands (or indeed,

even a particularly awkward form of direct command) would be
successful, they may not have attempted to use ISAs at all. This
demonstrates the importance of future work investigating robot-
directed ISA use over longer sequences of interactions, and the role
of ISAs in robots’ ability to trigger lexical entrainment in human
interlocutors (c.f. [6, 19, 20]).

In addition, we found that the median number of task-relevant
utterances needed to complete the task in the MIS dialogue con-
dition (6±7.42) was significantly higher than in the UND dialogue
condition (4±1.21), supporting (W=441.5, p<.01, Mann-Whitney-
Wilcoxon ranksum test) hypothesis H6.

3.2 Subjective Results
A number of subjective results were found with respect to dialogue
condition and task context. In addition, it is important to report
that we asked participants whether or not they believed the robot
to be remotely controlled (1 to 10 "strongly disagree" to "strongly
agree"). Our results suggested that while participants varied greatly
in opinion, the majority of participants did not think the robot
was remotely controlled (median=5, mode=1, skewness=.276). An
ordinal regression analysis of variance showed no significant effect
of dialogue condition or task context on this rating.

3.2.1 Differences by Dialogue Condition. We hypothesized (H7)
that a robot unable to understand ISAs would be perceived less
favorably by its human interlocutor than a robot able to understand
ISAs. We thus expected to find more dimensions in our post-survey
where assessments of robots were lower in valence for participants
in the MIS condition than in the UND condition than vice versa.

Table 2 lists the significant effects of dialogue condition on per-
ception of the robot. The data suggest that participants found the
robot to be generally easier to interact with in the UND dialogue
condition than in the MIS dialogue condition, and that the robots
in the UND dialogue condition better matched their expectations
overall. Taken together, these results support hypothesis H7.

When considering hypothesesH5 andH7, it is also interesting to
consider the results of reflective questions we posed to participants:
towards the end of the post-questionnaire, participants were asked
if they would do anything differently if they had to do the study
again. Out of the 49 participants, 34 said they would change the
way that they phrased their commands. Of these, seven indicated
that they would make their commands more direct, six indicated
that they would make their commands less direct, and 21 were
not clear (e.g., one participant said they would “ask for items in
a different manner”). For those thirteen participants who clearly
indicated a shift towards more or less direct utterances in the future,
it is interesting to consider the nature of participants’ responses. Of
those six participants who said they would be less direct, three were
in the UND condition and THREE were in the MIS condition, and all
six suggest their desire to be more indirect was exploratory, using
phrases such as “see what happens”, “out of curiosity”, and “exper-
iment”. One participant said, for example, “I would use different
sentence structure and make my words confusing.” Another said “I
would experiment with different commands, phrases, attempt to
talk more freely [with] the robot both before and during its tasks.”

In contrast, all seven participants who said they would be more
direct were in the MIS condition, for the most part seem to make



HRI ’18, March 5–8, 2018, Chicago, IL, USA XXX

their decision out of necessity rather than a desire to experiment,
and suggest that this necessity is unnatural or dispreferred in some
way. One such participant said “I would use concise commands,
because it gets confused when I talk like a normal casual person.”
Another participant said they would “cut out unnecessary words
used for politeness to be more direct in asking for what I want”.
Yet another said “I would speak to the robot very literally, not like
a human.” These participants attempted to speak to the robot in
normal, polite, human-likeways, and acknowledged that they would
have to give up such a way of speaking in order to have successful
interactions in the future. This provides further evidence for H5
while revealing a complex picture: many humans will shift to using
direct language if that is what is needed to successfully complete a
task, but may find it unnatural and impolite.

3.2.2 Differences by Task Context. Hypothesis H3 concerned
the extent to which participants believed that different indirect
speech act forms would be appropriate and effective in each of
the two contexts. As previously discussed, our post-questionnaire
included questions intended to assess this. Specifically, participants
were presented with twelve different utterances: a direct form, an
ISA from each of the eight felicitous ISA categories used in Ta-
ble 1, and one ISA from each of the following categories which
we would expect to be infelicitous according to Speech Act The-
ory: patient/sincerity directed questions (e.g., “Would I like the red
tower to be knocked down?”), agent/preparatory directed sugges-
tive questions (e.g. “Should you knock down the red tower?”), and
patient/preparatory directed suggestive questions (e.g., “Should the
red tower be knocked down?”). For each of these twelve utterances,
participants were asked to what extent they believed the utterance
form would have been appropriate to use and to what extent they
believed the robot would have understood what they wanted if they
had used that form (both were evaluated using Likert items (1–“No”
to 10–“Yes”). The results of these questions are shown in Tables 3- 5:
Table 3 presents results for which there was no significant differ-
ence present for either task context or dialogue condition, Table 4
presents results for which there was a significant difference (by
ordinal regression analysis of variance) by task context, and Table 5
presents results for which there was a significant difference (by
ordinal regression analysis of variance) by dialogue condition.

As seen in Table 3, participants in the two contexts did not
significantly differ in their judgments of the appropriateness and
acceptability of most utterance forms, but there was slightly more
agreement between conditions with respect to effectiveness than
there was with respect to appropriateness. As seen in Table 4, par-
ticipants in the two conditions differed in their perceptions of the
appropriateness and effectiveness of patient/preparatory directed
statements and questions (participants in the DEMO condition be-
lieved these would be far less appropriate and far less effective
than did participants in the REST condition). But more interesting
are agent/preparatory-directed questions (e.g., “Could you X?”)
and patient/sincerity-directed statements (e.g., “I’d like X”). Table 3

shows that participants in both conditions agreed that these types
of utterances would have been effective. In both these cases, as
seen in Table 4, participants in the DEMO condition viewed these
types of utterances as being less appropriate than did participants
in the restaurant condition. This suggests that some social norms
did transfer from human-human interactions into human-robot
interactions, as these conventionalized utterance forms became
acceptable in the conventionalized context. However, the results
do not necessarily suggest that any politeness norms transferred
from human-human interactions into human-robot interactions. If
politeness norms had transferred, we would have expected some ut-
terance forms – especially direct commands to have been perceived
as less appropriate in the conventionalized and social REST context
compared to the novel and non-social DEMO context. But no such
effect was observed. HypothesisH3was thus technically supported,
but perhaps not for the reasons one would have expected.

4 DISCUSSION
We have conducted an initial investigation of ISA use in task-based
human-robot dialogues, showing clear support for the majority of
our hypotheses, and suggesting the need for further studies with
larger participant pools, longer timeframes, and varied tasks.

4.1 Implications
Our first hypothesis (H1) was that indirect speech acts would be
consistently used, even after repeated demonstration of an inability
to understand them, due to their centrality to task-based human-
robot dialogue. As seen in the results section, indirect speech acts
were used by the majority of participants and constituted the major-
ity of task-relevant utterances. Conversations such as those shown
in Figure 3 demonstrate participants’ general reluctance to com-
mand the robot using direct commands.

Our second hypothesis (H2) was that this high frequency of ISA
use would occur across both conventionalized and unconventional-
ized task contexts. While ISAs were observed in both conditions,
ISAs were used far less frequently in our unconventionalized task
context, at a rate which did not clearly support this hypothesis.

Our third hypothesis (H3) was that human social conventions
would carry over into human-robot interactions, leading to per-
ceived differences in utterance appropriateness in different contexts.
Our results showed that a number of indirect forms were rated as far
more appropriate in the conventionalized than in the unconvention-
alized task context. This suggests that participants did indeed carry
over the human social conventions that yielded these differences
in appropriateness into their robot-robot interactions.

Our fourth hypothesis (H4) was that, if carryover of social con-
ventions into human-robot interactions occurred, conventionalized
ISAs use would be higher in conventionalized scenarios. As pre-
viously discussed, we did indeed observe ISAs being used much
more frequently in the conventionalized task context. While our
results are not in themselves sufficient to establish a causal link
between carryover of social conventions and use of ISAs, we believe
they well motivate future investigation of such a hypothesis, and at
the least demonstrate the importance of handling ISAs for robots
intended to operate in conventionalized task contexts.
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Table 2: Subjective Results: Effects of Dialogue Condition

Question χ21 p M̃ ± σM Ũ ± σU
1 The robot was easy to interact with (from 1 to 10, “strongly disagree” to “strongly agree”) 14.74 <.001 8±2.35 10± 0.76
2 How would you rate the ease of interacting with the robot? (from 1 to 10, “easy” to “hard”) 14.98 <.001 2± 2.60 1±0.52
3 How would you rate the difficulty of the task? (from 1 to 10, “easy” to “hard”) 6.57 .01 2± 2.32 1 ±1.85
4 The robot was responsive to my commands (from 1 to 10, “strongly disagree” to “strongly agree”) 13.33 <.001 9 ±2.08 10 ±1.41
5 The robot was cooperative (from 1 to 10, “strongly disagree” to “strongly agree”) 8.33 <.01 10 ± 1.90 10 ±0.50
6 The robot was helpful (from 1 to 10, “strongly disagree” to “strongly agree”) 5.20 .02 9±2.30 10±1.94
7 The robot was annoying (from 1 to 10, “strongly disagree” to “strongly agree”) 8.21 <.01 2± 2.29 1 ±1.12
8 How would you rate the robot’s level of comprehension (from 1 to 10 “low” to “high”) 5.27 .02 7±2.62 10±2.60
9 Did you feel that the robot understood what you were saying? (from 1 to 10, “no” to “yes”) 10.49 .001 8± 2.72 10 ±1.89
10 Did the robot meet your expectations? (from 1 to 10, “no” to “yes”) 6.42 .01 8±2.73 10 ±2.22

Results from Ordinal Regression Analysis of Variance. N=45 (NM = 24, NU = 25). M = MIS; U = UND.

Table 3: Appropriateness and Effectiveness of Utterance Forms: No Differences by Context or Effectiveness

Category Form x̃ ± σx
Appropriateness Direct Command 10±2.90
Appropriateness Agent/Preparatory-directed Statement 4.5±4.88
Appropriateness Agent/Sincerity-directed Statement 7±3.38
Appropriateness Patient/Sincerity-directed Question 1±2.23
Appropriateness Agent/Preparatory-directed Suggestive Question 1±2.00
Appropriateness Patient/Preparatory-directed Suggestive Question 1±1.87
Appropriateness Patient/Preparatory-directed Suggestive Statement 5±3.94
Effectiveness Direct Command 10±2.59
Effectiveness Agent/Preparatory-directed Question 8±3.46
Effectiveness Agent/Preparatory-directed Statement 5±3.37
Effectiveness Agent/Sincerity-directed Question 2±2.61
Effectiveness Agent/Sincerity-directed Statement 9±3.20
Effectiveness Patient/Sincerity-directed Question 2±2.91
Effectiveness Patient/Sincerity-directed Statement 9±3.13
Effectiveness Agent/Preparatory-directed Suggestive Question 2±2.57
Effectiveness Agent/Preparatory-directed Suggestive Statement 9±2.96
Effectiveness Patient/Preparatory-directed Suggestive Question 2±2.38
Effectiveness Patient/Preparatory-directed Suggestive Statement 7±3.17

N=45. All questions were delivered as Likert items from 1 to 10, “No” to “Yes”.

Table 4: Appropriateness and Effectiveness of Utterance Forms: Differences by Context

Category Form χ21 p R̃ ± σR D̃ ± σD
Appropriateness Agent/Preparatory-directed Question 7.37 <.01 10±2.78 6±4.01
Appropriateness Patient/Preparatory-directed Question 16.50 <.001 9.5±3.55 1±2.90
Appropriateness Patient/Preparatory-directed Statement 19.74 <.001 10±2.87 3.5±3.00
Appropriateness Patient/Sincerity-directed Statement 4.81 .03 10±2.61 8.5 ±3.46
Effectiveness Patient/Preparatory-directed Question 10.86 <.001 9±3.61 3±2.80
Effectiveness Patient/Preparatory-directed Statement 21.55 <.001 10±2.63 3.5±2.84

Results from Ordinal Regression Analysis of Variance. N=45 (NM = 24, NU = 25). R=REST, D=DEMO.

Table 5: Appropriateness and Effectiveness of Utterance Forms: Differences by Dialogue Condition

Category Form χ21 p M̃ ± σM Ũ ± σU
Appropriateness Agent/Preparatory-Directed Suggestive Statement 4.15 .04 8±3.56 5 ±3.15
Effectiveness Patient/Preparatory-directed Question 5.18 .02 2.5±3.65 6±3.31

Results from Ordinal Regression Analysis of Variance. N=45 (NM = 24, NU = 25). M = MIS; U = UND.
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Our fifth hypothesis (H5) was that humans would prefer to con-
tinue using ISAs even when robots demonstrated a fundamental
inability to understand them, yielding a high ISA use rate in both of
our dialogue conditions. While we did find that ISAs were consis-
tently used in both dialogue conditions, and anecdotally observed
a strong resistance to direct command use on the part of some
participants, we do not believe that our results actually support
this hypothesis. As we previously discussed, we believe that if the
robots’ capabilities were made transparent to participants from the
start, our results may have looked different (such explicit instruc-
tion about a robot’s capabilities will, however, not be possible in
many future applications domains and can thus not be assumed).

Our sixth hypothesis (H6) was that, because of this hypothesized
high use rate even with a robot fundamentally unable to understand
ISAs, participants interacting with such robots would be signifi-
cantly less efficient in accomplishing their task goals than would
participants interactingwith robots thatwere capable of understand-
ing ISAs. Our results supported this hypothesis, with participants
in the misunderstanding condition needing to use significantly
more utterances to accomplish their task than participants in the
understanding condition. However, while our results statistically
supported our hypothesis, this may have simply been because the
use of even one or two ISAs in the MIS condition significantly
increased the number of utterances required in these small interac-
tions. Additional study is thus needed to determine whether, when
the robots’ capabilities are transparent, and when the robots are in-
teracted with over longer periods of time, these patterns would still
hold out. 11 Finally, our seventh hypothesis (H7) was that robots
unable to understand ISAs would be perceived less favorably by
their human interlocutors than would robots capable of understand-
ing ISAs. Our results support this hypothesis, with robots in the
UND condition being statistically significantly preferred to those
in the MIS condition along ten dimensions of preference. However,
for none of these dimensions was there a significant difference in
valence; along all dimensions of analysis, participants’ perceptions
of the robots were uniformly positive.

Taken together, the results of these experiments suggest a signif-
icant need for robots engaging in task-based human-robot dialogue
interactions to be able to understand indirect speech acts. Specifi-
cally, our results suggest that failing to understand indirect speech
acts could result in an expected utterance error rate as high as 46%
(the mean frequency of ISAs among task relevant utterances) – a
number that is clearly unacceptably high and prohibitive for task-
based interactions. In addition, the frequency of ISA use observed
in our MIS dialogue condition suggests that it may be necessary
to consider whether robots incapable of understanding indirect
speech acts should be used at all in contexts in which they will
usually interact with naive users (i.e., who cannot be instructed or
trained before interaction). This is particularly true in contexts with
conventionalized social norms for which we observed an indirect
speech act use rate of 69%.

Our results suggest a new hypothesis that will need to be inves-
tigated in future work: in conventionalized contexts, ISA use may
be more strongly determined by what is normatively expected to be
appropriate or inappropriate than by what is expected to be effective.
Furthermore, our results suggest that the high utterance error rates
of robots incapable of understanding ISAs in conventionalized tasks

will ultimately not only negatively affect human perceptions of such
robots – finding such robot more difficult to interact with, less re-
sponsive, less cooperative, more annoying, and less comprehending
– but ultimately be prohibitive for employing such robots.

4.2 Future Work
Our results suggest several areas in which additional future research
is needed. Most importantly, the scope of the research questions
investigated in our experiments must be extended beyond the scope
of single interactions. It is possible that in longer-term interactions
or sequences of repeated interactions the dynamics of human-robot
conversation could change significantly. Understanding these dy-
namics will be of paramount importance for designing natural
language understanding systems for robots (e.g., in order to be bet-
ter understand the effects of possible humans lexical entrainment
in response to robots’ utterances). What is more, in our experiment,
we observed some participants continuing to use ISAs even when
the robots clearly and repeatedly failed to understand indirect lan-
guage. Future research should thus examine whether participants
would be able to refrain from using ISAs if explicitly told not to, or
explicitly told that a robot was unable to comprehend them.

We would also like to examine how facets of a robot’s design
affect linguistic interaction patterns with that robot. In this exper-
iment, we used a single robot with a single voice. While it seems
unlikely that ISA use would have differed if the robot had had a
different voice or appearance, this needs to be investigated. And
as mentioned before, future work will be needed to investigate the
new hypothesis our work has generated: that in conventionalized
contexts, ISA use may be more strongly determined by what is ex-
pected to be appropriate or inappropriate in such scenarios rather
than by what is expected to be effective; a hypothesis which, if true,
could have strong implications for the design of language-enabled
robots. Ideally, future research on natural language understand-
ing would develop mechanisms whereby robots can automatically
learn to understand ISAs in general, or to understand specific newly
encountered ISA forms, which would allow robots to adapt to their
human users instead of requiring the opposite. Finally, the issues
discussed in this section are of importance to a wide variety of
intelligent agents beyond robots. As such, it would be interesting
to investigate the extent to which the effects found in this section
depend upon the type of agent used, and whether these patterns
hold for non-embodied and non-situated agents as well.

5 CONCLUSION
We have presented the results of the first systematic investigation
of the effects of capability and context on human indirect speech
act use in interactions with robots. Our results suggest that humans
will consistently and frequently use ISAs when interacting with
robots in both conventionalized and unconventionalized contexts.
This emphasizes the importance of both past previous research on
interpreting ISAs, and of future work towards understanding the
requirements for robots to learn new ISA forms.
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