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ABSTRACT
In this work we explore how Augmented Reality annotations can be
used as a form of Mixed Reality gesture, how neurophysiological
measurements can inform the decision as to whether or not to use
such gestures, and whether and how to adapt language when using
such gestures. In this paper, we propose a preliminary investigation
of how decisions regarding robot-to-human communication modal-
ity in mixed reality environments might be made on the basis of
humans’ perceptual and cognitive states. Specifically, we propose to
use brain data acquired with high-density functional near-infrared
spectroscopy (fNIRS) to measure the neural correlates of cognitive
and emotional states with particular relevance to adaptive human-
robot interaction (HRI). In this paper we describe several states of
interest that fNIRS is well suited to measure and that have direct
implications to HRI adaptations and we leverage a framework devel-
oped in our prior work to explore how different neurophysiological
measures could inform the selection of different communication
strategies. We then describe results from a feasibility experiment
where multilabel Convolutional Long Short Term Memory Networks
were trained to classify the target mental states of 10 participants
and we discuss a research agenda for adaptive human-robot teams
based on our findings.
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1 INTRODUCTION
For robots to engage in effective and natural interactions with human
teammates, they must be able to effectively communicate their inten-
tions. As for human-human communication, natural language has
emerged as the primary channel for human-robot communication.
Natural language is infinitely flexible, requires minimal training, and
requires no hardware beyond a common microphone and speaker.

When planning natural language communication with human
teammates (e.g., regarding objects, locations, people, and goals in
the robot and humans’ shared context), robots must choose between
a number of different communication strategies. First, the robot
must choose whether or not to communicate at all: a robot may
have frequent opportunity to pose questions, for example, but may
need to weigh the time sensitivity and potential information gain
of such questions against the availability and temperament of its
potential addressee. If the robot does choose to go forward with
communication, it may decide whether to describe a target referent
using an anaphoric form like “it”, or to do so using a full noun phrase
like “the red box”, trading off between concision and specificity.
Finally, the robot may elect to expend energy to accompany its
language with a deictic gesture, in order to draw its teammate’s gaze
(and thus, visual attention) towards its target referent.

These decisions must be made by any language-capable robot
operating in pure reality environments. However, the human-robot
interaction community has recently seen an explosion of work envi-
sioning the potential for human-robot interaction in Mixed Reality
environments [57]. Mixed Reality is defined as the subset of the
Virtual Reality continuum that is neither entirely real nor entirely
virtual [35], comprised of Augmented Reality, in which computer-
generated visualizations are overlaid over a user’s view of the real
world, and Augmented Virtuality, in which real-world entities are
overlaid over a user’s view of a virtual world.

In our own recent work, we have explored the parallels between
augmented reality annotations and traditional forms of robotic ges-
ture, developing the first framework for categorizing the space of ges-
tures available in Mixed-Reality human-robot interactions, including
both traditional physical gestures, augmented reality annotations
that achieve gestural goals [55, 58], and combinations thereof. In
that work, we presented a preliminary analysis of how these gestural
categories differ with respect to dimensions such as perspective,
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embodiment, capability, privacy, cost, and legibility, suggesting dif-
ferent contexts in which different types of gestures may or may not
be appropriate.

In this work, we consider how the use of another technology,
neurophysiological sensing, may be helpful in making these difficult
communicative decisions. Factors such as frustration may be helpful
in determining whether a human teammate is in need of assistance;
factors relating to cognitive load may be helpful in determining
whether a human teammate has the capacity to accept new informa-
tion; and factors like visual and auditory perceptual load specifically
may be informative in choosing which communication modality will
be most effective.

Advances in Augmented Reality and Neurophysiological sensing
make this combination of technologies newly possible. Neurophys-
iological sensors such as functional Near-Infrared Spectroscopy
(fNIRS), which have become widely available, are lightweight, non-
invasive, and offer improved spatial resolution compared to other
technologies. Similarly, Augmented Reality Head-Mounted Displays
(HMDs) are becoming lightweight, untethered, and consumer-grade,
and in fact are already being deployed in a variety of industrial
fields, such as warehousing [48]. There has been recent work on
neurophysiological control of robots [e.g., 8, 18, 36], or neurophysi-
ologically informed adaptations in robot behavior [49]. There has
also been some recent work combining Augmented Reality and
neurophysiological technologies within single-helmet hardware con-
figurations [6]. However, that latter work has focused on the use of
Augmented Reality for the generation of language replacing holo-
grams. In contrast, we are interested in how Augmented Reality
annotations can be used as a form of language-accompanying Mixed
Reality gesture, and how neurophysiological measurements can in-
form the decision as to whether or not to use such gestures, and
whether and how to adapt language when using such gestures.

In this paper, we propose a preliminary investigation of how deci-
sions regarding robot-to-human communication modality in mixed
reality environments might be made on the basis of humans’ per-
ceptual and cognitive states. Specifically, we propose to use brain
data acquired with high-density fNIRS to measure the neural cor-
relates of cognitive and emotional states with particular relevance
to adaptive human-robot interaction (HRI). This paper makes four
contributions to the research domain: (1) First, we describe several
states of interest that fNIRS is well suited to measure and that have
direct implications to HRI adaptations; (2) Second, we leverage the
framework developed in our previous work to explore how different
neurophysiological measures could inform the selection of differ-
ent communication strategies; (3) Third, we describe results from
a feasibility experiment where multilabel/multiclass Convolutional
Long Short Term Memory (ConvLSTM) Networks were trained to
classify the target mental states of 10 participants; and (4) Fourth,
we discuss a research agenda for adaptive human-robot teams based
on our findings.

2 NEUROPHYSIOLOGICAL STATES
MEASURABLE USING FNIRS

Ideal task performance is dependent on optimizing humans’ infor-
mation processing capabilities, which are affected by the complex
interplay between their perceptual processing load [33, 45, 53], their

cognitive load [33, 47, 54], and their emotional state [13, 42, 44].
In the following sections we define each of these tenets of human
information processing and we describe prior research using fNIRS
to measure these states of interest. The non-invasive fNIRS device
provides spatially accurate brain activity information like functional
magnetic resonance imaging (fMRI) (about 1cm lower than that
achieved by fMRI [19, 34]), but it can do so in ecologically valid
experimental environments. The device holds great potential for
non-invasive brain measurement in naturalistic settings due to its
practical nature, ease of set-up, robustness to motion artifacts, and
high spatial resolution [7, 24, 27]. The basis of fNIRS is the use
of near-infrared light, which can penetrate through scalp and skull
to reach the brain cortex. Optical fibers are placed on the surface
of the head for illumination while detection fibers measure light
which reflects back (Fig. 2), and concentration changes in oxy- and
deoxy- hemoglobin can be distinguished [7]. The fNIRS has higher
spatial resolution than EEG, making it possible to localize specific
functional brain regions of activation, as could be done with the
constrictive fMRI device [43].

2.1 Cognitive Load
Ideal task performance depends on optimizing mental workload,
which refers to the limited information processing capabilities of the
human brain, as demanded by a task [33, 54]. When task demands
are too high for the brain’s maximum processing capacity, perfor-
mance decrements and task shedding often occur [5, 33]. ’Workload’
is an umbrella term. When we compute arithmetic, compose a poem,
or chat with a friend, we engage different cognitive resources to
complete the task. It is possible to identify the neural correlates of
different types of cognitive load with fNIRS and other brain imaging
devices. We identify several constructs from the cognitive science
domain below that are highly relevant to the HCI domain. The types
of cognitive load our model currently considers are Response Inhibi-
tions (RI), Working Memory (WM), Spatial Attention (SA), Visual
Lexical Processing (VLP), Visual Search (VS). Detailed descriptions
of these cognitive resources and the tasks used to express these types
cognitive load in human participants are detailed in sections 4, 5, as
well as expressed visually in figure 1.

2.2 Negative Affect
Emotional state also has a strong impact on information process-
ing capabilities, with Negative Affect (NA) (e.g., frustration, stress)
causing dramatic increases in cognitive load [22, 42], which can
often be catastrophic to human performance [13, 14, 31, 52]. We
will focus on affective states associated with high arousal and low va-
lence, such as stress, frustration, and fear. Although there have been
many techniques proposed in the research to define, operationalize,
and measure affective states, one of the most common approaches is
to describe affect along the two orthogonal dimensions of valence
(ranging from unpleasant to pleasant) and arousal (ranging from low
to high excitement). We focus on NA in this paper (low valance
and moderate to high arousal) as affective states such as frustration,
stress, and fear are particularly detrimental to human performance.
fNIRS has been used to measure NA [3, 41].
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2.3 Perceptual Modality
It has also been shown that people process stimuli from their envi-
ronment through their five senses of sight, hearing, touch, smell, and
taste. At this time we focus on measuring perceptual load on people’s
visual and auditory resources, as those are the primary modalities
employed by HCI and HRI. It is possible to measure the load on a
given perceptual resource (auditory or visual) with fNIRS, which
can then be used to help multimodal systems to determine which
output modality to use in a given scenario [45].

3 USEFULNESS OF MEASURABLE STATES
FOR MIXED REALITY COMMUNICATION

Now that we have described mental states shown to be robustly mea-
surable using fNIRS, we can discuss how those states may be useful
to inform communication decisions in Mixed-Reality environments.

In previous work, we defined a taxonomy of mixed-reality ges-
tures [58]. In that taxonomy, five primary categories of gesture were
defined: Egocentric gestures (physical gestures performed within
the speaker’s perspective); Allocentric gestures (augmented ges-
tures picking out the speaker’s target referent within the viewer’s
perspective); Perspective-Free gestures (augmented gestures pro-
jected onto the environment from a third-party perspective); Ego-
Sensitive Allocentric gestures (augmented gestures that connect the
speaker to its referent within the viewer’s perspective); and Ego-
Sensitive Perspective-Free gestures (augmented gestures that connect
the speaker to its referent using a projection onto the environment
from a third-party perspective).

In this section, we will consider only egocentric and allocenric
gestures. Specifically, we will consider how the mental states dis-
cussed in the previous section could inform the following decisions:
(1) Should the robot pursue communication with its teammate? (2)
Should the robot use a fully descriptive or concise referring form? (3)
Should the robot accompany its language with a gesture? (4) Should
the robot use an egocentric (physical) or allocentric (augmented)
gesture? In this section, we will provide preliminary answers to
these questions based on our own intuitions; throughout the rest
of the paper we will describe a framework for robustly assessing
mental states; in immediate future work, we plan to leverage that
framework to experimentally investigate these research questions,
using our preliminary intuitive answers as testable predictions in
those experiments.

3.1 Should the robot pursue communication with
its teammate?

We believe that measurements of WM Load and Negative Affect
may be informative in deciding whether or not to communicate with
a human in the first place. That is, when interacting with a teammate
with high WM Load or NA, it may be advantageous for a robot to
postpone communicative actions. Communicating new information
to a teammate who already has high WM load may disrupt that
teammate’s ability to maintain the items currently in WM, and as
such the robot risks harming both the teammate’s Situational Aware-
ness [15] and task performance. Communicating new information to
a teammate who has NA may be regarded as annoying, and further
decrease that teammate’s affect. Accordingly, a robot may be better
off avoiding communication with a high NA team member unless the

robot has reason to believe that the information to be communicated
will increase teammate affect or that the value of communicating the
information is worth the potential drop in teammate affect.

3.2 Should the robot use a fully descriptive or
concise referring form?

We believe that measurements of WM Load, RI, and Perceptual
Modality may be informative in deciding whether to use a fully
descriptive or concise referring form when communicating with hu-
man teammates. When communicating with a teammate with high
WM Load, is it more advantageous to use a fully descriptive or a
concise referring form? The use of a fully descriptive form will
decrease the likelihood of the listener being able to maintain the
items currently in WM, suggesting that a concise form should be
chosen. On the other hand, concise referring forms are often chosen
because the speaker (implicitly) believes that their target referent is
already activated [21], a status strongly correlated with maintenance
in WM [12, 56]. If this is not the case, then a concise form will
not only be ineffective, but may cause an unnecessary context shift
for the listener accompanied by a decrease in ability to maintain
the current contents of their WM, resulting in potential harm to the
listener’s task performance. When communicating with a teammate
with low RI, it may be advantageous to use a full referring form.
As a full referring form both more clearly distinguishes the target
referent and takes more time to process. Using such a form could
decrease the likelihood of the listener instinctively and erroneously
acting towards an incorrect referent. Finally, the perceptual modality
of a teammate’s workload may directly inform what type of refer-
ring form should be used to communicate with them. That is, if a
teammate has high auditory load, a more concise referring form may
be preferable to avoid overloading that channel.

3.3 Should the robot accompany its language with
a gesture?

We believe that measurements of VS and Perceptual Modality may
be informative in deciding what type of gesture to use when com-
municating with humans. If a robot’s teammate is performing a VS
task and the robot’s target is not relevant to their teammate’s VS,
language unaccompanied by gesture may be preferable to gesture-
accompanied language, so as information can be communicated with
minimal disruption of the VS. Finally, the perceptual modality of
a teammate’s workload may directly inform what mode of commu-
nication should be used with them. When communicating with a
worker with high auditory load, it may make more sense to commu-
nicate information primarily visually (i.e., through gesture); when
communicating with a worker with high visual load, it may make
more sense to communicate information through spoken language
(i.e., unaccompanied by gesture).

3.4 Should the robot use an egocentric (physical)
or allocentric (augmented) gesture?

We believe that measurements of RI and VS may be informative
in deciding what type of gesture to use when communicating with
humans. Because egocentric (physical) gestures may be less legible
than allocentric (augmented) gestures, and thus may take more effort
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to interpret, using such a form could decrease the likelihood of the
listener instinctively and erroneously acting towards an incorrect ref-
erent. If a robot’s teammate is performing a VS and the robot’s target
referent is relevant to that task, a gesture that immediately draws the
listener’s eye towards that target (e.g., an allocentric gesture) may
be preferable.

4 MULTILABEL CLASSIFICATION OF
PERCEPTUAL MODALITY, COGNITIVE
LOAD, AND EMOTIONAL STATE

None of the cognitive and emotional states described above are
mutually exclusive. In fact, these states often occur in concert with
one another (i.e., a person may feel frustrated while having a high
WM load, and while processing information via her visual channel).
Researchers have explored the effects of combining two or more
simplified tasks in order to view brain activity realistic multitasking
scenarios and found that if two or more specific regions of the brain
are activated by each task separately, then combining these tasks will
cause greater activation in the areas of the brain that were recruited
to complete each task alone [37, 38]. Other complementary research
has found that when multiple tasks are viewed separately and then
combined, an additional area in the prefrontal cortex, implicated in
dual tasking, is activated [17, 39]. The task of predicting cognitive
load, perceptual processing modality, and emotional state is therefore
well suited for multilabel classification, where patterns of brain
activity can be associated with multiple labels at once.

We have designed a multiclass/multilabel fNIRS classifier build-
ing on recent work by Leon that used multilabel classification of
EEG data for motor-imagery based BCI applications [30]. Leon
used a multilabel approach that considers the detection of single as
well as combined motor imageries, (i.e., two or more body parts
used at the same time) to direct a robotic arm. Since imagining the
movement of particular limbs causes activation in specific brain
regions, a signal processing scheme was developed based on the
specific location of the activity sources that are related to each body
part. This allowed Leon to utilize the Common Spatial Pattern (CSP)
algorithm to the multi-class domain; as CSP has been powerful at
discriminating sensorimotor rhythms [17]. Multilabeling was uti-
lized to account for cases of combined motor imageries with an
on(’1’)/off(’0’) label for each respective body part. Finally, Leon’s
approach was to break down the multiclass/multilabel classifica-
tion task into a series of single label classification problems. In our
case, we constructed a multiclass/multilabel algorithm by adapting
a convolutional long short-term memory (ConvLSTM) network for
classifying high(’2’)/medium(’1’)/absent(’0’) levels of (i) cognitive
load, (ii) perceptual processing modality, and (iii) affect. As depicted
in Fig. 1, the cognitive labels include response inhibition, working
memory, spatial attention, visual lexical processing and visual search
loads. The perceptual processing modality includes auditory and vi-
sual perceptive loads. The affect label is focused solely on negative
affect. Each label is assigned one of three possible classes to indicate
the level of use of a mental resource during the benchmark tasks
described in section 5.1. In the case of high use, a ’2’ is assigned,
medium use is assigned a ’1’ and no use receives a ’0’. Fig. 1 depicts
an example of one of our multiclass/multilabel assignments.

Figure 1: Eight possible labels are included in our multilabel
output. The outputs are assigned one of three possible classes
to indicate the level of use of the respective cognitive resource
(’2’: high use; ’1’: medium use; ’0’: no use). Black labels repre-
sent cognitive load, grey labels are for perceptual modality and
negative affect. configurations

The model takes in training data consisting of benchmark tasks
from the psychology literature designed to elicit specific types of
perceptual load, cognitive load, and emotional states. The trained
model can then be used to make predictions in real-time of users’
perceptual and cognitive load, as well as their affective state. In the
next section we describe a feasibility experiment that was run to test
our multiclass/multilabel model.

5 FEASIBILITY EXPERIMENT
fNIRS data was collected on 10 participants using the Hitachi ETG-
4000 near-infrared spectroscopy device with a sampling rate of 10Hz.
As shown in Fig. 2, a probe design, measuring 52 channel locations,
was created to cover the frontal cortex. Once the probe was placed
on each participant’s head, a Patriot Polhemus 3d digitizer was used
to measure the location of each source/detector on that participant’s
brain. Using the digitizer information, NIRS_SPM was used to
identify the Brodmann region that was measured by each of the 52
fNIRS channels.

For all tasks, participants were given on screen instructions and
practice trials in order to ensure they understood how to complete
the task. During the practice trials they were informed as to whether
or not they had entered a correct response. Once they were finished
with the practice trials they immediately performed the task, which
took place in multiple blocks, containing multiple trials of each task.
Between trials, after the participant’s response period had ended, a
variable inter stimulus interval (ISI), consisting of a cross fixation
point, was presented between the trials. The length of the ISI was an
exponential distribution (mean= 4s, min=2s, max=8s). The Multi-
Attribute Task Battery (MATB) task was administered three different
times to participants with the difficulty setting increasing from ’low’,
to ’medium’, to ’high’ throughout the experiment.

5.1 Training Data
5.1.1 Load: Working Memory, Task: N-Back. WM refers to

an information processing system that temporarily stores information
in order to serve higher order cognitive functions such as planning,
problem solving, and understanding language [28]. Many studies in
experimental psychology are based on Baddeley’s model of WM [2,
47], which hypothesizes that there are separate storage spaces for
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Figure 2: The 52 channel fNIRS configuration used in these ex-
periments.

short term memory. Since task demands can easily exceed humans’
capacity for holding items in working memory (e.g., Miller’s magic
number of 7 ± 2 [37] or Cowan’s 4 [12]. The neural correlates of
working memory have been measured in the prefrontal cortex, which
is accessible with the fNIRS device [24, 32, 33, 47].

The N-Back (blocks=4, trials=20 n-value=1-4) task is designed
to cause cognitive load on people’s WM resources by requiring
participants to hold a stream of characters in their mind and to
respond when a new character presented to them matches one of the
characters they are currently holding. Our N-Back task, based on
Harvey et al. [23], presented participants with a series of letters, a
single letter at a time, for a duration of 500ms each.

5.1.2 Load: Visual Search, Task: Visual Search. VS load
involves visually searching for items within a set of distractor items.
There are two kinds of VS; efficient and inefficient VS. If a target
item is saliently different as compared to the distractor items sur-
rounding the target item it can be found immediately, regardless of
the number of distractor items [1, 9, 39]. Inefficient search occurs
when the search item is not highly salient as compared to the dis-
tractor items. Although efficient VS occurs with minimal cognitive
processing, inefficient visual search is believed to recruit functional
brain regions in the prefrontal cortex, which controls selective at-
tention, and to recall, with WM, what areas of the set of items have
already been searched [1, 39]. fNIRS has been used to measure the
neural correlates of VS load in the prefrontal cortex [9, 24, 33].

The VS task is was modeled after the task design developed by
Wang, Cavanagh, and Green [51]. A circular array of nine letters
consisting of a distractor (backwards Ns) and a target (normal facing
Ns) was displayed to the participant for a variable amount of time
(mean=950ms, max=1250ms, min=650ms). The participant’s task
was to determine as to whether or not the target was displayed within
the array.

5.1.3 Visuo-Spatial Attention, Posner Curing Paradigm.
VSA is a form of visual attention that involves directing attention to
a location in one’s current visual field without any accompanying
eye or body movements. This form of visual attention has been
theorized to be of importance in the search for salient stimuli within
a goal orientated environment and involves correctly selecting visual
stimuli that are relevant to the successful completion of the goal. [4].
Similar to other forms of attentional modulation, the parietal and
frontal cortices have been implicated in the shifting of VSA from
one stimuli to another [11]. Past evidence indicates that fNIRS is a
suitable device for measuring VSA in the dorsal lateral prefrontal
cortex [25, 40].

The Posner task design was based on Thiel, Zilles, and Fink’s
work in designing a posner cuing task that worked within an fMRI
environment [50]. The task consisted of a diamond-shaped cue sur-
rounded by two empty boxes to the left and right of the cue that
appeared in the center of the screen. After a period of 100ms, one
side of the diamond would then be highlighted for a period of 300ms,
then a black circle would appear in one of the boxes to either the left
or the right of the diamond-shaped cue. The participant’s task was
to indicate to which side of the cue to dot appeared.

5.1.4 Load: Response Inhibition, Task: Go No-Go. RI deals
with the brain’s suppression of automatic, but incorrect responses.
An example of RI is seen when video gamers who want to make their
characters jump on screen overcome the natural urge to thrust the
game controller into the air to mimic jumping instead of pressing ’A’
on the controller for the desired effect. Systems such as the Ninentdo
Wii reduce the load on RI by enabling users to make characters jump
by simply thrusting the Wii controller upward. HCI designers aim to
create systems that allow users to interact naturally with their task
environment, limiting the load on their RI resources [16, 24]. The
neural correlates of RI have been repeatedly found in the anterior
cingulate cortex [29, 46, 47], and several studies have demonstrated
the utility of fNIRS for measuring patterns of activation in this
region [24, 46].

A go no-go task was used to measure RI load. The development
of stimulus materials was guided by Huettel, Mack, and McCarthy
[26]. The participant was tasked with responding to a target stimulus
and not responding to a distrator stimulus.

5.2 Stimulus Materials: Test Data
5.2.1 Triage Analysis Task. The Triage Analyst task acts as

an ecologically valid representation of a cyber-security network ana-
lyst’s position, and is based on the work of Greenlee et al [20]. The
task involved the participant viewing an empty table in the center
of the screen. The table headings were ‘Source IP’, ‘Source Port’,
‘Destination IP’, ‘Destination Port’. Participants were informed prior
to the task beginning that they did not require working knowledge
of the terminology involved in order to complete the task. The table
would populate with ‘transmissions’ on the ‘network’ the participant
was monitoring. Starting from the top of the table, new ‘transmis-
sions’ would fill the table until a maximum of five ‘transmissions’
were on the screen. A maximum of five ’transmissions’ were present
at one time. The participant was tasked with determining when either
two different ‘transmissions’ on the table had the same destination
information (both ‘Destination IP’ and ‘Destination Port), or two
different ‘transmissions’ on the table having the same source infor-
mation.

Figure 3: Destination Intrusion
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5.2.2 MATB. Our task involved a complex multi-tasking sce-
nario using a variation of the Multi-Attribute Task Battery (MATB) [10,
38]. We used the Air Force’s updated version of the Multi-Attribute
Task Battery (AF_MATB) [38], and chose a difficulty level that
required a good deal of mental effort and multi-tasking. With the
difficulty of the task and the high level of multi-tasking required, the
task was difficult to complete perfectly. Pilot tests showed that all
subjects had to remain engaged during the entire task to receive an ad-
equate performance score. The AF_MATB consists of six windows
which provide information about four different subtasks (Fig. 4):
System Monitoring, Communications, Resource Management, and
Tracking. The last two windows, which contain Scheduling and
Pump Status information, are resources that the user can use to
improve performance during the task.

Figure 4: The Multi-Attribute Task Battery

6 PRELIMINARY RESULTS
Using fNIRS data gathered during the five previously described
benchmark tasks, a classification model illustrated in Fig. 6 was
trained for ten participants. Training was based on a Keras sup-
ported Python code that reshaped each time-instance oxy/deoxy
channel readings into a 3D frame with the same spatial configuration
as the experimental probe set-up. In order to adhere to the temporal
nature of the data, frames were grouped into sequences that cor-
responded to the timesteps of the benchmark tasks. All groups of
frames had eight mental resource multilabeled targets, each with
a class value (2,1, or 0) representative of the level of use of the
resource. All class values were set to 0 for the eight labels assigned
to the reaction time task reference data. Training data was input
into a ConvLSTM2D algorithm followed by two dense layers with
relu activation and a dropout layer in between. Training was sup-
ported with adam optimization, categorical crossentropy loss and
final output softmax activation. Our model was fit to the input data
and respective labels using a batch size of 32 and 20 epochs. Each
instance (i.e. row) of testing data was also reshaped and grouped
together with the same configuration used for training data shown in
Fig. 6. Testing was performed on triage data which resulted in eight
output vector predictions, each with three probabilities representing
the three cognitive resource levels (2, 1, or 0). Final label values

Figure 5: Structure of model used to obtain initial results in de-
termining neurophysiological state levels of participants during
our experimental studies

were based on the levels with the highest probabilities. Testing was
also repeated for the medium-difficulty MATB experimental results
of ten participants. Average label values were calculated generating
values of 0.6 (s.d.= 0.92) and 0.1 (s.d.= 0.3) for the triage and MATB
medium RI levels, respectively. Values for WM were 0.8 (s.d.= 0.98)
for triage and 0.4 (s.d.= 0.8) for MATB medium. The average label
value for VSA was lower for triage, 0.3 (s.d.= 0.64) than for MATB
medium with a value of 0.6 (s.d.= 0.92). The Auditory Perceptual
Modality had values of 0.1 (s.d.= 0.3) and 0.2 (s.d.= 0.6) whereas Vi-
sual Perceptual Modality ended up with values at 1.1 (s.d.= 0.3) and
1 (s.d.= 0.45) for triage and MATB medium, respectively. Finally,
NA had a value of 0.1 (s.d.= 0.3) for triage and was non-existent for
MATB medium. These values are presented in figure 6.

6.1 Perceptual Modality
As seen in Figure 6, the average values of class assignments for
each mental resource for the ten participants that were tested can
offer insight into the experienced workload for the ecologically valid
triage analyst and MATB tasks. The predicted perceptual modality
for both tasks is predominantly visual with a predicted output label
of approximately 1, indicating a moderate amount of perceptual load.
Also of note in the perceptual modality predictions generated by the
model was that the average prediction for auditory perceptual load
for the MATB task was two times as high as the rate as it was in
the triage task. This result may be due to the communications task
component of the MATB, which requires users to listen in for ’air
traffic’ messages periodically in order to successfully complete the
task. However, more research must be completed in order to confirm
and further explore this result.

6.2 Negative Affect
Our current model was not able to predict anything elucidating with
respect to NA. The result of this may be that the particular tasks that
were used both in the training or testing set were unable to elicit
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Figure 6: Triage and MATB (Medium) Preliminary Results

the level of frustration needed to detect a physiological response.
Another reason may be that differences in cognitive ability between
participants may have caused some participants to feel frustrated
with a task, whereas other participants felt they could complete the
task without any negative emotional interference. Though the current
predictions leave much to explore when trying to predict NA, future
work could perhaps see more accurate results with respect to NA by
labeling NA in a manner consistent with a participant’s self reported
level of frustration, rather than relying on a value label based purely
on the type of task.

6.3 Cognitive Load
The differences in the predictions of the types cognitive load that our
model predicted participants were undergoing during ecologically
valid tasks offer insight into what cognitive resources are utilized
by a particular task. Our model predicted that the triage analyst task
saw the heaviest usage of both WM as well as RI. These findings
are consistent with the nature of the task, detailed in section 5.2.1,
which requires both the use of RI on the part of the participant to
not report an ’intrusion’ on the network even when there may be
salient information that might lead them to suspect there could be,
as well as keep various pieces of information within WM while
deciding whether or not an ’intrusion’ has taken place. The predicted
cognitive resource most heavily utilized during the MATB task (sec-
tion 5.2.2), however, was SA. The utilization of this resource may
be due in part to the user having to monitor multiple tasks simul-
taneously across the screen. Also of interest is the low predicted
value of RI load on the participants during the MATB, being that
the task requires the participant to monitor multiple gauges and to
respond as quickly as possible when any on of the gauges begins to
shift into an unsatisfactory range of values. Overall, the differences
in the predicted values generated by the model give insight into the
different cognitive resources each task requires in order to complete,
and would be able to provide information to a robot agent about what
types of cognitive load the human agent is most likely experiencing
during a given task. A larger dataset with more training data, with
a wider range of cognitive benchmark tasks that have been shown

require the same cognitive resources to complete and more ecologi-
cally valid testing tasks could improve a multi-label classification
system’s ability to accurately predict both type and magnitude of
cognitive load resources used in a given task.

7 RESEARCH AGENDA
We believe that the multilabel LSTM approach described in this
paper has potential for the greater fNIRS research community. There
is a need to begin combining fNIRS datasets for machine learning
that provides enough training data to build robust classifiers that do
not overfit to any one individual, task, or sensor configuration. The
multilabel approach described here is a first step toward defining a
labeling schema that can be used to as a common labeling technique
for labeling a large range of experimental tasks from different re-
search labs. The eight labels depicted in Fig. 1 are our first attempt
at a labeling schema. Future work should iterate upon this to en-
sure the multilabels are robust enough to capture human perceptual
and cognitive processing across a range of ecologically valid task
environments. Our labeling schema was designed with Wickens’
multiple resource theory and task demand vector work in mind [53].
Future work in this field should consider the Wickens’ theoretical
work and other work on human information processing to develop a
multilabel schema that is robust and theoretically sound. With that
labeling schema determined, empirical research of the future can
help to refine the multilabeling schema. Ultimately, large datasets
can be combined with enough multilabeled training data to achieve
robust models to classify a range of perceptive, cognitive, and emo-
tional states that can be used to inform human-robot interactions of
the future.

With an agreed upon multilabeling schema for labeling fNIRS and
other cognitive training data, empirical studies can be run to explore
the effects of different mixed reality communications on humans,
in order to answer the research questions laid out in Section. 3.
An important step for the HRI research community will then be to
develop and test adaptive systems that modify the interaction content
and modality of autonomous agents based on the current mental
state of the human teammate.
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