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ABSTRACT

It is critical for designers of language-capable robots to enable
some degree of moral competence in those robots. This is espe-
cially critical at this point in history due to the current research
climate, in which much natural language generation research fo-
cuses on language modeling techniques whose general approach
may be categorized as “fabrication by imitation” (the titular me-
chanical “bull”), which is especially unsuitable in robotic contexts.
Furthermore, it is critical for robot designers seeking to enable
moral competence to consider previously under-explored moral
frameworks that place greater emphasis than traditional Western
frameworks on care, equality, and social justice, as the current so-
ciopolitical climate has seen a rise of movements such as libertarian
capitalism that have undermined those societal goals. In this paper
we examine one alternate framework for the design of morally
competent robots, Confucian ethics, and explore how designers
may use this framework to enable morally sensitive human-robot
communication through three distinct perspectives: (1) How should
a robot reason? (2) What should a robot say? and (3) How should a
robot act?

KEYWORDS

Robot Ethics, Confucian Ethics, Moral Communication

ACM Reference Format:

Tom Williams, Qin Zhu, Ruchen Wen, and Ewart J. de Visser. 2020. The
Confucian Matador: Three Defenses Against the Mechanical Bull. In Pro-
ceedings of the 2020 ACM/IEEE International Conference on Human-Robot
Interaction (HRI ’20), March 23–26, 2020, Cambridge, United Kingdom. ACM,
New York, NY, USA, 9 pages. https://doi.org/10.1145/3319502.3378181

Publication rights licensed to ACM. ACM acknowledges that this contribution was
authored or co-authored by an employee, contractor or affiliate of the United States
government. As such, the Government retains a nonexclusive, royalty-free right to
publish or reproduce this article, or to allow others to do so, for Government purposes
only.
HRI ’20, March 23–26, 2020, Cambridge, United Kingdom
© 2020 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-6746-2/20/03. . . $15.00
https://doi.org/10.1145/3319502.3378181

1 INTRODUCTION

Interactive robots integrated into human social environments must
be able to reason, act, and communicate in a way that comports
with human standards of morality; in short, they must demonstrate
moral competence [53]. The need for moral competence is especially
true for language-capable robots. To see why, it is necessary to
consider current trends in the state of the art of natural language
generation. Much current work on natural language generation
(NLG) is broadly focused on language modeling. In this paradigm,
NLG is not typically performed to communicate some particular fact
or disposition for some particular reason, but is instead an exercise
in blindly spouting whatever text is most statistically likely (or most
likely to be rewarded) in the current dialogue context. This behavior
is a clear example of bullshitting in the formal sense described
by Frankfurt [28]: the "agent" (or rather, model) is generating text
(1) without regards for the veracity of what is being said (2) to
convince the listener of some attribute, sentiment, disposition, or
state of affairs (in this case, simply that it is deserving of reward).

We call this particular form of language generation “fabrication
by imitation" because language models are typically trained only
for predictive accuracy with respect to some reference texts. Nu-
merous voices both in academia and the press have expressed con-
cern not only that language generation models in this category,
like GPT-2 (Generative Pre-trained Transformer 2) [66], could be
used explicitly for the purposes of a particularly pernicious form
of fabrication by imitation, i.e., plagiarism [27]. Moreover, even
when used for ostensibly benign purposes, GPT-2 will generate
text that comes perilously close to accidental plagiarism, generat-
ing sentences and paragraphs drawn verbatim from online sources
without citation [39].

Fabrication by imitation is an effective dialogue strategy in many
domains of interest in current chatbot research. For example, a
customer service bot seeking to answer questions to prospective
diners may be quite effective simply by parroting the types of
responses that human customer service agents might give, since
the agent can be reasonably expected to receive a narrow range of
questions regarding, e.g., hours, location, ability to accommodate
dietary restrictions, etc., because answers to these questions can
be easily lifted by statistical models from previous conversations,
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and because these answers are likely to remain highly stable, due
to lack of changing context. In fact, human operators in phone-
based customer service often are already operating according to
a script written by someone else. Note, however, that in this sort
of domain there’s typically limited potential for severe negative
consequences if the agent’s answers are incorrect: a plausible but
erroneous response will at worst result in a slightly frustrated
customer upon arrival to the restaurant.

Agents operating in safety-critical environments cannot bullshit
(again, using this term only in its formal sense). Bickmore et al. [8]
demonstrate the importance of this in the context of medical advice
chatbots, and highlight that in such domains, verbal responses that
are inaccurate or that even accidentally imply incorrect information
can literally result in patient death. The majority of domains of
interest in human-robot interaction are safety critical, due to safety
or privacy concerns grounded either in the environment, as in
healthcare [25], space [64], and urban search and rescue [58], or in
the expected user population, as in child-robot interaction [15] or
eldercare robotics [29, 76].

Moreover, for language-capable robots, every context is potentially
safety critical due to robots’ unique persuasive power. Recent work
has clearly demonstrated robots’ ability to persuade humans [5,
10, 17, 34, 46, 56, 62, 67, 70, 77–79, 83]. While this persuasion can
be leveraged for positive purposes (see, e.g., work on persuasive
robotics for exercise coaching [83]), there clearly also exists the
possibility for persuasion towards negative ends. Critically, this
potential for negative persuasion exists even for robots designed
with good intentions.

Recent work [43, 44, 88], for example, suggests that when robots
simply request clarification of ambiguous but unethical commands,
humans not only incorrectly infer that the robot would be will-
ing to perform the impermissible action, but also subsequently
rate that action as more permissible in their own opinion. This
supports previous observations of “ripple effects” in which robots’
behaviors unintentionally create new social norms between human
teammates [50, 79].

If robots, through benign language patterns, can influence peoples’
moral beliefs, then robots may have the ability for significant harm
to their human teammates’ moral ecosystem even on moral issues
they know nothing about. Specifically, it may be the case that by
failing to appropriately respond to immoral language (be it by fail-
ing to refuse an inappropriate command or by failing to object to
racist or xenophobic statements made in its presence) the robot
may be seen as condoning the immoral actions, dispositions, or
sentiments at the heart of such language, and by doing so, may un-
intentionally and implicitly exert negative influence on their moral
ecosystem. It is thus critical that robots be designed to carefully
and thoughtfully generate moral language.

So how can robot designers go about effectively designing morally
sensitive language-capable robots? (And do so in a way that avoids
succumbing to the problematic prevailing trend in AI, i.e., the tit-
ular mechanical “bull”?) We argue that there are three distinct
perspectives that can be taken to achieve this goal.

(1) Designers may use planning and reasoning algorithms and data
structures that are informed by a desired moral framework.

(2) Designers may enable robots to generate moral language that
explicitly espouses moral principles from a desired moral frame-
work.

(3) Designers may enable robots to perform communicative actions
that may be justifiable under a desired framework, even without
operating through the first two perspectives.

The specific ways that these perspectives are employed will of
course differ depending on the moral framework guiding designers.
The vast majority of work on enabling autonomous moral agents
and morally competent robots has been grounded in a deontolog-
ical ethics (see, e.g., [12, 73]), where the morality of an action is
based on whether the action is inherently right or wrong based
on a set of (ostensibly) universalizable rules [1]. As pointed out
by Rosemont and Ames [68], this is potentially problematic due
to the emphasis in this framework (as well as in other common
Western ethical frameworks) on maintenance first and foremost of
autonomous individualism [18], in which individual liberty is prized
above all else, and which thus values selfishness over attentiveness
to others’ needs [51]. This focus on autonomous individualism has
led to a problematic movement in current Western culture (exem-
plified through political movements like libertarian capitalism) in
which preservation of complete individual freedom is used as moral
justification for curtailing social justice and equality, thus allow-
ing for ostensible moral justification for a lack of appropriate care
for others [68]. If these are values that we as roboticists wish to
see in our society, then our robots must also be designed from a
philosophical perspective that supports those ideals.

In this paper, we specifically examine how the three perspectives
described above can be employed under a Confucian ethics frame-
work, in particular, a Confucian role ethics framework. We choose
Confucian role ethics as our exemplar moral framework for four
primary reasons: (1) it is uniquely well suited to robotics due to
its focus on adherence to hierarchically structured relational roles
(which will necessarily govern how robots will fit into their unique
socio-technical niche within human society); (2) there exist infor-
mative perspectives within recent Confucian ethics literature on
social agents’ duty to perform moral remonstration; (3) Confucian
role ethics focuses on moral cultivation and consideration of others
in determining morality, rather than on autonomous individualism;
and (4) a discussion of Confucian ethics may be uniquely infor-
mative for the HRI community due to the countervailing focus in
the community on Western ethical theories, especially norm-based
theories such as deontology.

2 CONFUCIAN ETHICS

2.1 Key Tenets

Confucian ethics is well known for its focus on cultivating virtues
in various relationships. For Confucians, what is most important
for any human is to cultivate the moral self. The primary purpose of
living in a Confucian life is “character-building” and self-cultivation,
which serves as the “starting point and source of inspiration of
character building” [80, p. 27]. Self-cultivation is necessary as both
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a good society and a righteous government are founded on the
moral perfection of humans [16]. Self-cultivation is also possible as
humans are malleable and born with the same potential to become
good [57]. Hence, one’s moral development depends very much on
their own efforts to actively engage in learning, including learning
from and interacting with others in social settings.

For Confucians, virtues are all cultivated in one’s own interactive,
social relationships with others. We as humans all assume differ-
ent social roles (e.g., daughter, parent, professor, colleague). These
social roles not only describe our relationships with others but
also provide normative guidance for how to live these roles well
(e.g., what a good parent might look like) [2]. Early Confucians all
acknowledged that there are five cardinal role-relationships central
to a Confucian society: the relationships between parents and chil-
dren, husbands and wives, older and younger siblings, rulers and
ministers, and friends [19]. Appropriately and continuously living
these role-relationships can lead to the development of correspond-
ing virtues (e.g., the relationship between friends can lead to the
development of the virtue of faithfulness). Moreover, as particularly
argued by Mencius, the moral sensitivity and concerns developed in
these cardinal role-relationships can be naturally extended toward
others in the society whose relationships with us might be weaker
(e.g., co-nationals, strangers). Of the five cardinal role-relationships,
friendship is a special one as it serves as “a bridge between the role-
relations found in the family and more public roles found within
broader society” [19, p. 124].

What is the most crucial for the cultivation of virtues in social
relationships is self-reflection. Therefore, to be a good person, one
needs to frequently reflect on their role-relationships with others,
their own contribution to such relationship building, and whether
these relationships are beneficial for cultivating their own virtues.
The Confucian model for moral development consists of three com-
ponents: observation, reflection, and practice [87]. Humans are
advised to observe and reflect how themselves and others act and
interact in society and integrate and test the reflective learning ex-
perience into future actions. Through the reiteration of observation,
reflection, and practice, one’s moral development level moves from
beginner, through developing learner, and finally to junzi 君子
(superior person), and sage [49].

In the Confucian tradition, rituals provide an important venue for
people to be aware of and sensitive to social roles and associated
moral responsibilities. In ritual practices, people get the chance to
reflect on their connections with the ancestors and their own roles
They will also reflect on whether they have lived their assigned so-
cial roles well (e.g., whether I am a good parent) and whether their
ancestors would be satisfied with their performance if they were
still alive [65]. Rituals often provide a structured context in which
everyone’s social roles and associated normative expectations are
clearly defined. By taking a ritual perspective to examine the ev-
eryday interactions in the society, Confucians may argue that it is
crucial to be aware of attitudes, motivations, and values underlying
routine human interactions (e.g., daily formal greetings) rather than
the presentation of these interactions (e.g., simply saying please
or hello). Self-reflection in the cultivation of the moral-self often
requires and cultivates practical wisdom.

The Analects includes stories which are often piecemeal, unorga-
nized, and sometimes quite “difficult” to reason about or understand.
Western philosophers including Kant have argued that Confucian
ethics cannot be considered as philosophy and Confucian classics
such as the Analects lack systematic philosophical theories. How-
ever, philosophers such as Lai [49] argue that the Analects should
be read as a manual of moral decision-making, a log, as it were,
of Confucius’ conversations with others [49]. Thus, readers of the
Analects must extract possible reasons for why Confucius would
make certain decisions in specific situations. Rather than appeal-
ing to pre-determined principles, early Confucians advocated for a
moral particularism and argue that the moral actors need to exer-
cise their imaginations to discern diverse factors and constraints
present in moral situations. Readers need to “extract” from moral
situations possible reasons for certain actions. Therefore, such ac-
tive and reflective engagement with Confucian classics requires
and cultivates moral imagination and practical wisdom.

To better understand Confucian ethics we will now briefly describe
some of its recent popular interpretations, including that which we
have chosen to explore in this paper, Confucian role ethics.

2.2 Interpretations of Confucian Ethics

Scholars of Confucian ethics have pointed out that Confucian ethics
is a vision of moral life rather than an ethical theory in and of it-
self, and as such, it does not necessarily directly “compete” with
traditional ethical theories [68]. Accordingly, to better understand
Confucian ethics, scholars have sought to interpret it through the
lens of traditional families of ethical theories, including consequen-
tialism, deontology, care ethics, virtue ethics,and role ethics [54]. In
this section we will briefly summarize some of these interpretations
and how they differ both respect to each other, and from other
ethical theories that also fall into those categories. Specifically, we
will focus on care ethics, virtue ethics, and role ethics, due to the
problems identified above with respect to autonomous individual-
ism that come with starting from more traditional Western ethical
theories such as deontology and consequentialism.

2.2.1 Confucian Ethics as Care Ethics. Care ethics is a feminist
philosophy that emphasizes concern for others over protection of
autonomy and adherence to norms [36]. Scholars such as Pang-
White [61] have argued that although traditional Confucianism is
sometimes associated with a gender-oppressive patriarchal hierar-
chy (cf. [37]), Confucian ethics can be interpreted as a form of care
ethics due to the focus within Confucian ethics on ren仁 (benevo-
lence, goodness, humaneness). Pang-White [61] argues specifically
that care ethics is better able to capture Confucian ethics than de-
ontology or consequentialism due to the unique emphases placed
by both Confucian ethics and care ethics on (1) affectionate bonds
between people and the importance of moral feeling, (2) contextu-
ally sensitive application of ren-care over algorithmic adjudication,
and (3) the inseparability of private and public spheres (e.g., the
family unit and the government).

2.2.2 Confucian Ethics as Virtue Ethics. Virtue ethics is a norma-
tive ethics that emphasizes moral character and facets thereof that
people may seek to cultivate [40], and that prioritizes a person’s
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moral worth over the rightness of their actions [71]. Confucian
ethics is commonly cast as a virtue ethics [84] due to its focus on
cultivation of the moral self and on internalizing virtues commen-
surate with one’s identity, e.g. through seeking to cultivate the ideal
of junzi, which [2] translate as the “exemplary person”, and the
natural comparison between this and the eudaimonia (flourishing)
espoused in Aristotelian virtue ethics.

2.2.3 Confucian Ethics as Role Ethics. In reaction to the interpreta-
tions described above, several modern philosophers have sought to
instead interpret Confucian ethics through a substantially different
lens, as a “role ethics” in which people are seen as “role-bearers”
rather than candidate rights-holders [68, p.8]. This view combines
many of the advantages of the preceding perspectives: like care
ethics, role ethics emphasizes relational care over the autonomy
of individuals; and like virtue ethics, role ethics emphasizes moral
self-cultivation over adherence to rules. As Rosemont and Ames
[68, p.9] argue, this is an advantageous exchange in both cases, as
libertarianism capitalism in the United States has demonstrated
that solely emphasizing individual autonomy and norm adherence
comes at a cost of reduced equality and social justice.

Instead, role ethics emphasizes the roles that agents play with re-
spect to one another, both descriptively (capturing the nature of
the different relational roles that humans objectively play with re-
spect to one another) and proscriptively (capturing the normative
responsibilities that dictate appropriate conduct with respect to
those roles) [68, p.12]. Confucian role ethics thus not only provides
a new perspective for interpreting the moral precepts laid out in
Analects but also provides a valuable new ethical framework for
understanding and reacting to the modern world (e.g. with respect
to the rise of libertarian capitalism).

In this paper, we describe the insights that Confucian role ethics
may provide to robot designers through multiple perspectives at
different levels of analysis. To do so, we will begin by defining these
disparate perspectives, from a starting point grounded in current
frameworks for enabling morally competent robots.

3 CONFUCIAN PERSPECTIVES ON MORALLY
COMPETENT ROBOTS

Malle and Scheutz [53] delineate a set of four key requirements for
enabling morally sensitive robots, presented here verbatim:

(1) A system of norms and the language and concepts to commu-
nicate about these norms;

(2) Moral cognition and affect;
(3) Moral decision making and action; and
(4) Moral communication.

In contrast, a Confucian perspective towards enabling moral com-
petence might require alternative requirements:

(1) Whereas the traditional requirements described above require
only a system of norms and the language and concepts to com-
municate about those norms, a set of Confucian requirements
might additionally or alternatively require a system for rep-
resenting the relationships between members of the robot’s

social context (including itself); a way to represent the (possibly
context-sensitive) roles the robot plays in those relationships; a
way of either specifying what actions are viewed as benevolent
with respect to each of those roles or a way of associating moral
norms with those roles; and a set of language and concepts to
communicate about those roles and relationships.

(2-3) Whereas the traditional requirements described above require
a way to use the required set of norms to judge and respond
emotionally to norm violations and to make morally-sensitive
decisions, a set of Confucian requirements might naturally
require these judgments, emotional responses, and decisions
to also be sensitive to the system of roles and relationships
described above.

(4) Moral Communication (ability to explain, justify,criticize, etc.
norm violations) – ability to perform these actions using Con-
fucian rationale (e.g., grounded in roles)

These requirements can be satisfied from a Confucian perspective
in three ways:

(1) All four of these requirements can be satisfied in accordance
with a Confucian perspective by using data structures and
algorithms directly informed by Confucian ethical principles.

(2) The last of these requirements can be satisfied in accordance
with a Confucian perspective by having the robot directly com-
municate or ground its communications in Confucian ethical
principles; regardless of whether or not the decision to com-
municate that information is made using CE-theoretic data
structures and algorithms.

(3) More holistically, the robot’s behavior, and the behavior it en-
courages in others, can be assessed as to whether that behavior
or encouraged behavior conforms with Confucian ethical prin-
ciples; again, regardless of whether the behavior or means of
encouraging others behavior is chosen according to Confucian
ethical principles or whether the robot chooses to explicitly
communicate Confucian ethical principles.

3.1 The First Way: How Should a Robot
Reason?

The first Confucian perspective designers may take when design-
ing morally sensitive robots is to design data structures and al-
gorithms that are grounded in Confucian concepts. For example,
designers may seek to achieve role-based equivalents to traditional
norm-based requirements for morally competent robots. Specifi-
cally, Malle and Scheutz [53]’s first requirement requires, in part, a
system of moral norms that may subsequently be used for making
moral judgments and moral decisions, and which may be used as
the basis for moral communication.

In contrast, robot designers operating within a Confucian perspec-
tive may additionally or alternatively require a system for repre-
senting the relationships between members of the robot’s social
context (including itself); a way to represent the (possibly context-
sensitive) roles the robot plays in those relationships; and a way
of either specifying what actions are viewed as benevolent with
respect to each of those roles or a way of associating moral norms
with those roles. These Confucian-inspired data structures and
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knowledge representations could then in turn allow for satisfaction
of Malle and Scheutz [53]’s other requirements within a Confucian
perspective, i.e., by allowing for the development of algorithms for
moral judgment, moral decision making, and moral communication
that are grounded in these role-based representations.

Robot designers seeking to explore this perspective should begin by
determiningwhat roles and relationships theywill need to represent
within their application domain. While these roles and relationships
may substantially differ between application domains, we believe
that all social robots will need to represent a "relational core": a
variation on the five cardinal relationships of Confucianism, re-
oriented towards social robots.

Within Confucianism, five key relationships are espoused: ruler-
minister, father-son, husband-wife, older-younger, and friend-friend.
Of these, only friend-friend is clearly applicable to robots; as such,
we propose the following alternative set of cardinal relationships for
human-robot interaction: supervisor-subordinate, owner-ownee,
teammate-teammate, adept-novice, and friend-friend, as shown in
Fig. 1 and originally discussed in [89]1. These relationships may
serve as a relational core for human-robot interaction that may be
extended by designers as required for their target domain. Once an
appropriate set of relationships for a given application domain have
been determined, robot designers must make a series of supplemen-
tal decisions (or provide mechanisms to allow robots to make or
learn to make these decisions for themselves).

First, it must be determined in what contexts and with respect
to whom does the robot hold these relational roles. Depending
on application domain and the type of relational role, it may be
more appropriate to encode this knowledge with respect to specific
individuals (the relational role of owner, for example, will typically
hold with respect to a specific individual or set of individuals), while
in others it may be more appropriate to encode this knowledge
with respect to a class of identifiable individuals (a service robot in
a public context, for example, may need to hold anyone identifiable
as a customer in the relational role of supervisor).

Next, it must be determined what actions are considered benevolent
for a given relational role, or how benevolence can be dynamically
assessed. In making this decision, designers may incorporate other
moral frameworks in order to create a hybrid moral reasoning sys-
tem. This benevolence may, for example, be assessed using some
form of utilitarian calculus, or through a set of deontic norms (it
is less clear how virtue ethics or care ethics could be appropri-
ately computationalized, although cf. Kuipers’ suggestion towards
case-based models of virtue ethics [48]). Critically, however, even if
another moral framework is incorporated at this point in order to
perform this assessment of benevolence, the use of relational roles
as the bedrock representation will help to ensure a Confucian basis

1It still may be valuable for robots to recognize the traditional Confucian cardinal
relationships, even if they are unable to participate in them. However, these traditional
roles may need to be modified in terms of the set of states and actions viewed as
good or benevolent with respect to those roles. For example, it may be valuable to
recognize the relationship of spouse-spouse, but (as indicated through this rephrasing)
the associations that accompany that relationship would need to be reevaluated in order
to avoid the patriarchal gender norms often associated with classical Confucianism.

Cardinal Relationships for
Human-Robot Interaction

owner ←−−−−−−−−−−−−−−−−−−−−−−−−−−→ ownee
An asymmetrical relationship on the basis of own-
ership, as advocated by Bryson [14]. Example: an
elderly person and their personal service robot [69]

supervisor ←−−−−−−−−−−−−−−−−−−−−−−−−−−→ subordinate
An asymmetrical relationship within an organizational
structure; the predominant asymmetrical relationship
in task-based HRI [38, 74, 85]. Example: an employee
tasking a robot to perform a custodial task [11].

adept ←−−−−−−−−−−−−−−−−−−−−−−−−−−→ novice
An asymmetrical relationship on the basis of
competence or expertise [24]. Example: a child
working with an intelligent robot tutor [47].

teammate ←−−−−−−−−−−−−−−−−−−−−−−−−−−→ teammate
A symmetrical relationship within an organizational
structure; the predominant symmetrical relationship in
task-based HRI [74, 85]. Example: A Robonaut operating
alongside an astronaut in a maintenance task [26].

friend ←−−−−−−−−−−−−−−−−−−−−−−−−−−→ friend
A symmetrical social relationship (note arguments
both for [20] and against [21, 22, 72] the develop-
ment of such relationships in practice). Example: a

hospitalized child playing with a robot companion [6].

Figure 1

for moral decision making and provide an opportunity for straight-
forward generation of moral explanations grounded in Confucian
principles, as discussed in Section 3.2.

Case Study

To explore how design through this perspective might play out, we
present some preliminary representations that we imagine could
be designed through a role-based perspective, building on recent
knowledge representation work outside the context of moral rea-
soning [82]. A role-based approach to moral competence must be
sensitive to dynamic change. A role-based approach requires robots
to have prior knowledge of roles assumed in specific contexts, and
the relationship the robot has with their human interactants. In
real-life scenarios, contexts change dynamically, and the roles and
relationships of the agents thus also change dynamically. In addi-
tion, a role-based approach to moral competence must be sensitive
to uncertainty. A robot cannot be sure that it has the most accurate
knowledge of its current context at all times.

Given these two requirements, one candidate representation for
role-sensitive normsmight be to extend previously presented norms
representations grounded in Uncertain First-Order Logic [82], which
allows for reasoning under uncertainty over first-order logic for-
mulas [59, 60].
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Within this framework, an actor r might be represented as:

r = Role(Aд)

where Role denotes the role that the agent is assumed in a specific
context (e.g., teacher, doctor), andAд denotes an agent. For an agent
whose name is Jake and having a role as a student, this actor can
be represented as “Student(Jake)”.

A Norm N can then be defiend as an expression of the form:

N := R ∧ C ⇒ A

where a relationship R = {r1, . . . , rn } is a non-empty set of actors,
C represents a possibly empty set of contextual conditions and
A represents a role-suitable action that can be inferred from a
relationshipR and contextual conditions C. A norm “A police officer
X who is on-duty can issue tickets to a driver Y who is speeding”
can be represented as“ {Police(X ),Driver (Y )} ∧ {on_duty(X ) ∧
speedinд(Y )} ⇒ issue_tickets(X ,Y )”.

An Uncertain First-Order Belief-Theoretic Norm N[αN ,βN ] can then
be defined as an expression of the form:

N[αN ,βN ] := R[αR ,βR ] ∧ C[αC ,βC ] ⇒ A[αA ,βA ]
where each norm and proposition are associated with their own
Dempster-Shafer theoretic uncertainty intervals [75], with lower
probability bound α and upper probability bound β .

One limitation of this approach (which follows quite closely off
of previously presented work in norm representation) is that the
roles represented here are not inherently relational as we might
desire from a Confucian ethics approach. Accordingly, to represent
context-sensitive relationships and roles, we might modify the
above representations to represent relational roles as bidirectional
relational pairs: {role_o f (A,B), inverse_role_o f (B,A)}, allowing
for relational inference rules such as the following to be formulated:

{teach_course(X ,Z ) ∧ enroll_in_course(Y ,Z )}
⇒ {teacher_o f (X ,Y ), student_o f (Y ,X )}

Inferring a relational role in this way based on context would then,
when used in conjunction with the previously specified belief theo-
retic norms, allow an agent to determine what actions are benev-
olent according to its current role, even in dynamic contexts and
unde conditions of uncertainty and ignorance.

3.2 The SecondWay: What Should a Robot Say?

The second Confucian perspective designers may take when design-
ing morally sensitive robots is to design behaviors that explicitly
reference Confucian principles. There are many contexts in which
language-capable robots may need to engage in moral communi-
cation with regards to some moral decision or position. Aschen-
brenner [3] lays out five main categories of such moral judgment,
which we here expand on and connect to language capable robots:

(1) Remonstrance: in which a robot must explain (a) its reason
for rejecting a command explicitly or implicitly delivered by
an interlocutor (refusal of strong uptake) or (b) its disagree-
ment with a proposition explicitly or implicitly asserted by an
interlocutor (refusal of weak uptake).

(2) Accusation: in which a robot levels moral criticism against a
party deemed to be acting immorally, either through observed
performance, proposal, requesting, or condoning of such action.

(3) Correction: in which a robot not only levels an accusation but
furthermore issues moral sanction against the accused.

(4) Intercession: in which a robot argues on behalf of an accused
violator.

(5) Inculpation: in which a robot apologizes for or otherwise
acknowledges its own immoral action.

(6) Exculpation: in which a robot forgives or absolves an accused
violator.

When performing any of these actions, robots have the opportu-
nity to ground their justifications in different moral theories when
explaining why they are remonstrating, accusing, correcting, inter-
ceding on behalf of, inculpating, or exculpating a particular agent.

Consider, for example, a robot asked to retrieve a wallet that has
been left unattended on a nearby desk. A robot rejecting this com-
mand might deferentially highlight different moral concepts in its
moral remonstration (cf. [81]). For example, the robot could directly
highlight the would-be-violated norm at the heart of the justifica-
tion by saying “I cannot do that because that would be stealing,
and stealing is wrong.” This type of phrasing can be viewed as
being grounded in Kantian categorical imperatives: absolute moral
norms that the agent (and everyone else) is supposed to comply
with across all moral situations regardless of the consequences due
to universal principles of right action.

Alternatively, the robot could instead highlight relational roles that
might underlie its justification by saying “I cannot do that because
that wallet belongs to my friend Sean, and a good friend would
not do that.” This type of phrasing can be viewed as grounded in
a Confucian role ethics due to its emphasis of the friend-friend
relationship (cf. [86]).

An approach following this perspective would be facilitated by the
first perspective: the existence of knowledge representations for
encoding relational roles provides a natural opportunity for using
those representations when generating moral language. However,
these first two perspectives are in fact independent of one another.
A robot with role-oriented knowledge representations could still
in principle generate norm-based moral communications; and a
robot lacking role-oriented knowledge representations could still
in principle generate role-based moral communications. This ap-
proach could be pursued if it were empirically determined that
the representations and algorithms that enabled most effective or
efficient moral reasoning was not the most effective for generating
effective moral communications. If this were the case, designers
would need to make a choice between effectiveness (of either moral
reasoning or moral communication) and transparency (enabling
robots’ true moral reasoning procedures to be accurately reflected
in its moral communications). We also stress here that while for
the purposes of this paper we are turning our attention specifi-
cally towards role ethics in this paper, for this perspective care- or
virtue-ethics approaches may also have benefit.

Use of different perspectives for moral reasoning and moral commu-
nication, however, may come at a cost. Transparent communication
of moral principles (beyond merely following those principles) can
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be particularly important. Research on human moral and social
norms suggests that in order for norms to remain norms, they must
be clearly communicated between community members [7, 30, 31].
Thus, even for robots espousing role-based tenets, compliance with
and attention to those tenets may itself be a norm that robots may
need to clearly communicate in order for it to take hold in human
teammates.

Case Study

As a concrete example of this perspective, we consider the work
of Wen et al. [81]. In that work, researchers conducted a prelimi-
nary comparison of moral remonstrations grounded in roles versus
norms for a variety of utterance types (i.e., questions, refusals, and
rebukes), in the context of proposed violations of norms of honesty
(i.e, cheating). For example, for refusals, the researchers contrast
“That would be cheating and cheating is wrong. I won’t tell you.”
(a norm-based refusal grounded in the inherent wrongness of the
proposed action) vs. “A good instructor wouldn’t do that. I won’t
tell you.” (a role-based refusal grounded in the disconnect between
the proposed action and the practices that manifest ren for the
role the robot holds with respect to the agent with whom it is re-
monstrating). Through this experiment, the researchers produced
preliminary results suggesting that role-based language may be
better at encouraging perception of an agent as successful within its
social role, but may be less effective at encouraging other desider-
ata such as mindfulness (as norm-based language language may
provoke more extreme and immediate emotional responses).

3.3 The Third Way: How Should a Robot Act?

The third Confucian perspective designers may take when design-
ingmorally sensitive robots is to analyze whether a robot’s behavior
exhibits core Confucian moral principles, regardless of framing of
Confucian ethics with respect to other ethical frameworks, and
moreover regardless of whether its underlying moral reasoning
framework is designed to represent Confucian principles or whether
the robot is designed to espouse Confucian principles in its com-
munication. As an example, let us continue within the context of
moral communication. How might robot designers assess candidate
approaches towards moral communication through a Confucian
perspective, without focusing on Confucian representations or Con-
fucian linguistic behaviors?

As discussed in Section 2.1, Confucian ethics emphasizes the ability
for moral cultivation, and the benefits of self-reflection in encour-
aging such cultivation. Accordingly, robot designers may ask “Does
this robot design encourage the moral cultivation of its users, e.g.,
through self-reflection and cultivation of the heart of shame?” Crit-
ically, the answer to this question may very well be “yes” even
without adherence to the first two perspectives we have presented.
That is, a robot maywell be able to achieve goals espoused by Confu-
cian ethics without knowledge representations explicitly designed
to reflect Confucian principles, and without explicitly including
such principles in its moral communications.

Case Studies

One initial foray into Confucian robot ethics has been made by
Philosopher JeeLoo Liu, who presents a Confucian analogue to
Asimov’s three laws of robotics [52].

CR1 A robot must first and foremost fulfill its assigned role.
CR2 A robot should not act in ways that would afflict the highest

displeasure or the lowest preference onto other human beings,
when other options are available.

CR3 A robot must render assistance to other human beings in their
pursuit of moral improvement, unless doing so would violate
[CR1] and [CR2]. A robot must also refuse assistance to other
human beings when their projects would bring out their evil
qualities or produce immorality.

Nearly 70 years of research (along with Asimov’s stories them-
selves [4]) have demonstrated that seeking to enable morally com-
petent robots by programming them to comply with a set of limited
set of universal principles such as Asimov’s Three Laws is unlikely
to be successful due to both their computational intractability and
their ambiguity (which leads to the unexpected outcomes that make
Asimov’s stories so entertaining in the first place) [55]. This sug-
gests that rules such as those proposed by Liu are unlikely to be
useful if employed from a First Way perspective. In contrast, sets of
principles such as these may indeed prove useful from a Third Way
perspective (cf. [55]); they may serve as useful Confucian-oriented
design guidelines for robot designers. From this perspective de-
signers may ask, regardless of the robot’s programming: Does the
robot behave in a way that fulfills its assigned role? Does the robot
behave in a way that avoids inflicting the highest displeasure or
lowest preference onto other human beings? And does the robot
behave in a way that encourages the moral cultivation of others?

Furthermore, the Case Study presented as an example of the Sec-
ond Way may also be used to illustrate the perspective of the Third
Way. Specifically, Wen et al. [81]’s consideration of remonstrative
phrasings that differ according to illocutionary point (i.e., utter-
ance types) allows them to explore how phrasing might be used to
accomplish different Confucian goals even without explicitly incor-
porating Confucian principles (i.e., roles) into said phrasing. While
Wen et al. [81] varied phrasings in this way in order to ensure that
their results were not limited in scope to one particular utterance
phrasing, future work could investigate how intentional variation
of that phrasing (cf. [42, 45]), regardless of whether roles or norms
are highlighted in remonstrations, could be used to achieve moral
goals. For example, remonstrations phrased as questions rather
than rebukes could be more effective at encouraging self-reflection
and moral self-cultivation, even if they are no more effective at
effecting immediate behavioral changes.

4 CLOSING THOUGHTS

In this paper, we have demonstrated how three distinct perspec-
tives (How should a robot reason? What should a robot say? How
should a robot act?) may be used in the design of morally competent
language-capable robots, through a process that is careful and in-
tentional, in contrast to the “fabrication by imitation” approach that
is in vogue today. Critically, all three of these perspectives serve as
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a foil vis-a-vis fabrication by imitation: a designer taking the first
perspective is guaranteeing that communication is grounded in
some verifiable reasoning; a designer taking the second perspective
is exerting direct control over the robot’s messaging in order to
ensure that the robot’s utterances not only do not violate moral
principles but rather that they directly espouse them; and a designer
taking the third perspective is ensuring that the standards used to
measure the quality of the designed robot system are grounded in
morally justifiable values rather than solely in imitative capacity.
Moreover, we have demonstrated how these perspectives may be
used to enable robots that comport with the principles of Confucian
role ethics, which may be uniquely suited to encourage the social
goals of care, equality, and social justice that have been degraded
within today’s sociopolitical climate.

A number of lingering concerns remain. Even if robot designers
follow the three principles discussed in this paper, they must be
mindful of how people might accept or trust the robot’s reasoning,
communication and behavior. Three issues come to mind in this
regard. The first is that people might not perceive the robot to
have agency or experience feelings [9], two dimensions that are
critical to mind perception [32], which is essential for perceived
moral agency [33]. The second is the notion of the face threaten-
ing act (FTA) proposed as part of human politeness strategies [13].
Imposing moral behavior from a robot might heighten the FTA
because it threatens the autonomy, known as the negative face, of
interaction partners [35]. The expression of moral judgments and
actions may thus require sophisticated politeness delivery strate-
gies to dampen a heightened FTA [41, 63], unless designers seek to
explicitly challenge users’ valuation of autonomy. Lastly, if robots
enter in longer-term relationships with humans, the notion of rela-
tionship equity may become important [23]. Relationship equity
is the goodwill that exists in a relationship between two actors as
a result of the difference between relationship costs and benefits.
A moral correction from a robot could either be a cost or a benefit
to a human partner depending on how justified this correction is
perceived. For example, if the human partner shares the underlying
value behind the moral correction it might be perceived as a bene-
fit. If the human partner perceives that correction as, for example,
coming from the robot’s designer or distributor or disagreeing with
the correction, it might be considered a cost. Future research might
examine how perceptions of moral reasoning, communication and
behavior impact longitudinal human-robot interaction.
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