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ABSTRACT
Roboticists wield substantial power through the ways we choose
to design and deploy robots. But understanding the nature of this
power requires us to consider the different types of power wielded
through different types of robot design choices, and the social
and historical factors that shape the power landscape into which
robots are embedded. To facilitate this type of analysis, I present
Matrix-Guided Technology Power Analysis (MGTPA), a framework
for analyzing the different types of power that technologists wield
across different domains of power, with sensitivity to the social
and historical forces that determine the default and alternative
trajectories of those technologies. Further, I show how MGTPA
can be used to better understand the specific types of power that
roboticists wield.

CCS CONCEPTS
• Social and professional topics→ Codes of ethics; History of
computing; User characteristics; • Computer systems organi-
zation→ Robotics; • Applied computing→ Sociology.
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1 INTRODUCTION
As roboticists, we wield substantial power through the ways we
choose to design and deploy robots. Recently, researchers like Win-
kle et al. [125], Zhu et al. [131], and Hou et al. [57] have encour-
aged our field to interrogate the power dynamics that characterize
Human-Robot Interaction contexts, and to view those power dy-
namics as a central consideration for HRI research. As Winkle et al.
[125] stress, quoting D’Ignazio and Klein [28], the first step towards
grappling with power in HRI is “analysing how power operates
in the world”. In Winkle et al. [125]’s conceptualization, this re-
quires understanding the interrelated power dynamics between
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different stakeholders, including robots, users, bystanders, design-
ers, and funding agencies, rather than myopically focusing on the
human-robot interaction itself.

But effectively interrogating the power dynamics surrounding
roboticists’ design choices will also require us to understand the
social and historical factors that have shaped the power landscape in
which we design. Trying to understand the ways roboticists wield
power without understanding the social and historical context that
define where we are today is like trying to steer a boat while only
considering the orientation of the boat itself. Such an approach
is unlikely to be successful: without understanding the currents
carrying the boat, you won’t be able to tell where the boat is going
by default, nor how you would need to intervene to change its
course.Without understanding the perils of the water that surround
you, you won’t be able to adjudicate whether the boat’s voyage is
likely to end in peril without your intervention.Without knowledge
of the shoreline beyond the water’s edge, you won’t be able to
identify and steer yourself toward safer harbors. And without the
ability to envision alternative forms of travel, you might never ask
yourself why you’re paddling a boat in the first place.

Moreover, to effectively analyze the power landscape of robotics,
and the way that power is structured, we need to be precise about
what type of power we are talking about, as different types of power
are shaped by different social and historical dynamics, manifest in
different ways, and must be subverted using different tools.

In this work, I argue that the Matrix of Domination from Black
Feminist Thought can provide a crucial framework for approaching
power in Human-Robot Interaction in a way that is sensitive to
the type of power we are concerned with, and the socio-historical
origins that determine the default and alternative trajectories of
interactive robot technologies. More specifically, in this work I
propose a concrete framework, Matrix Guided Technology Power
Analysis (MGTPA), that technologists can use to analyze the power
that roboticists wield, and how it can be wielded towards more
equitable ends, across each of the Domains of Power specified
within the Matrix of Domination.

I will thus begin by describing howwe typically talk about power
within Human-Robot Interaction (i.e., interpersonal persuasion and
influence), what is missed by that narrow focus, and how the Matrix
of Domination encourages us to take a broader view of powerwithin
Human-Robot Interaction. Next, I will motivate and detail the se-
ries of questions that Matrix-Guided Technology Power Analysis
encourages technologists to ask. Finally, I will apply Matrix-Guided
Technology Power Analysis across each of the domains of power be-
yond interpersonal power, and show how this produces a range of
concrete design suggestions for how roboticists can revise, rethink,
and rip up the status quo in order to subvert the default power
inequities that interactive robot design is primed to reinforce.
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2 HUMAN ROBOT INTERACTION’S DEFAULT
LENS: INTERPERSONAL POWER

2.1 How HRI Normally Conceptualizes Power
When roboticists talk about power in a social (rather than electrical
or physical) sense, they are typically talking about robots’ potential
for persuasion and influence. Often, discussions of robots’ persua-
sive power stem from a broader tradition of considering the ways
that persuasive technologies can be developed to encourage people
to behave in ways that are safer or more beneficial to themselves
and others [20, 50, 68, 104]. Robots designed for use by children
have been shown to be effective at getting them to eat their vegeta-
bles [6], and at promoting productive conflict resolution between
them [102]. Similarly, robots designed for adults have been shown
to help nurture empathy and encourage altruism [14, 65]. While
“nudges” are sometimes critiqued for being paternalistic [109], the
motivation provided by robots in areas like Socially Assistive Ro-
botics is often explicitly sought out by patients and clients. Two
excellent examples of robot persuasion being used towards positive
ends come from the early work of Katie Winkle, who developed per-
suasive robots that help users meet their personal therapeutic [124]
and exercise [124] goals.

By the same token, HRI researchers have noted that robots can
easily persuade people in harmful ways, including humans’ ten-
dency to dramatically overtrust robots in ways that could directly
lead to physical harm to users in safety-critical situations [93], and
robots’ ability to inadvertently persuade people in ways that could
weaken important moral and social norms [59, 60].

2.2 What is Missed by a Narrow Focus on
Interpersonal Persuasion

The types of power discussed thus far are forms of interpersonal
power : power wielded between human and robot as part of every-
day interactions, that allow one interactant to directly influence the
other party. Understanding the landscape of power as advocated
in Feminist Human-Robot Interaction [125] would encourage us to
broaden our consideration of the network of stakeholders related
to this interaction context, the relative amounts of power held by
each, and how this might mediate the influence wielded within the
interaction. While a critical first step, this analysis of the power dif-
ferences between stakeholders may miss key power considerations
that arise if power is conceptualized in different ways.

For example, we might consider the power dynamics that sur-
round the AILA robot, a robot designed for space exploration with
an overtly White, feminine, female morphology (Fig. 1a), and the
REEM robot, a robot sold to the Dubai police [113] with a White,
and more masculine morphology (Fig. 1b). Considering the design
of these robots, there are a number of critical questions we might
ask, including: Why are these robots designed to look this way?
How are these robots designed to look at people? Why are they
being deployed into these domains? And what are the implications
to how those questions are answered? All of these questions are
positively dripping with issues of power, only some of which relate
to the robot’s ability to influence or persuade, and, I would argue,
only some of which would become clear from stakeholder analysis.

(a) AILA robot, fromDFKI. Image
taken by TomWilliams on June
14th, 2016

(b) REEM robot, from PAL Ro-
botics. Image by Loz Pylock, li-
censed under CC BY-SA 2.0.

Figure 1: What power dynamics shape, and are shaped by,
the design and deployment of these robots?

2.3 The Matrix of Domination
How might we more effectively conceptualize the types of power
wielded by robot designers, and how might we more effectively
consider the social and historical context into which our robots
are embedded? In this work, I propose to answer these questions
through the lens of the Matrix of Domination.

First introduced by Patricia Hill Collins in her 1990 book Black
Feminist Thought [22], the Matrix of Domination delineates four
domains of power that explain not just the way that people are shal-
lowly influenced, but moreover how oppression itself works in our
society.Within theMatrix of Domination, the Interpersonal Domain
of everyday interactions plays a critical role, as it is where social
power structures are negotiated, reinforced, and subverted [22, p.
363–365]; but it is just one domain of power. Equally important
are the Structural, Disciplinary, and Cultural domains of power, in
which oppression is structured, managed, and justified.

The Matrix of Domination helps us see that while roboticists are
used to thinking primarily about the ways that robot(icist)s wield
interpersonal power to directly influence people, roboticists also
wield cultural power as their robot designs can reinforce (or subvert)
the societal “common-sense” that justifies oppression. Roboticists
wield disciplinary power through the algorithmic bureaucracy by
which their robots are programmed to give preferential treatment
(or simply work at all) for certain groups of people centered accord-
ing to that common-sense, sort and categorize people according
to that common sense, and enforce the norms and values elevated
through that common sense. And roboticists wield structural power
through their decisions as to who to collaborate with and what
domains in which to employ robots, which may have the effect of le-
gitimizing, normalizing, and re-enforcing institutions like policing,
which (by design) structure oppression within our society.
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The Matrix of Domination also helps us to see that the oppression
that is reinforced through roboticists’ wielding of these different
types of power is not some abstract force, but is instead, most fre-
quently, the exact type of oppression that the Matrix of Domination
was meant to capture: White Patriarchy1. That is, the decisions
roboticists make about how their robots are designed and deployed
stand to reinforce or subvert the empowerment of White men, and
the oppression of women and people of color.

3 MATRIX GUIDED TECHNOLOGY POWER
ANALYSIS

To understand how roboticists wield power in ways that go beyond
the ability to persuade or influence interactants through the ex-
ertion of interpersonal power, I propose a concrete framework I
call Matrix Guided Technology Power Analysis (MGTPA). Because
the Matrix of Domination focuses on the ways that oppression is
justified, managed, and structured across different domains of power,
Matrix Guided Technology Power Analysis aims to make clear:

• The potential alignment between technologists’ design choices
and the ways that oppression is typically justified, managed,
and structured across the cultural, disciplinary, and struc-
tural domains of the Matrix of Domination;

• The historical and social factors that have shaped the ways
that technologies may, by default, align with those existing
power dynamics.

• Theways that, if that default path is not diverted, technologies
may reinforce those power dynamics.

• The ways that, by questioning not only unequitable outcomes
but moreover, the assumptions inherited from those historical
and social legacies, technologies might instead be designed
to not only revise, but moreover rethink and “rip up” the
status quo, and to thus subvert those power dynamics.

To achieve these goals, Matrix Guided Technology Power Anal-
ysis asks researchers, designers, and engineers to ask eight key
questions for each domain of power:

(1) How does power typically manifest within this domain?
(2) How might the examined technology operate in accordance

with these typical power dynamics?
(3) How would this reinforce oppression?
(4) Is the examined technology currently designed in these

oppression-reinforcing ways?
(5) How have historical and social factors shaped the ways tech-

nology is designed within this domain?
(6) How can we characterize the status quo of how the examined

technology is being designed to engage with these power
dynamics?

(7) What is the default outcomewewould expect if the examined
technology is continued to be designed in this way?

(8) How might this default outcome be avoided through ap-
proaches that (1) revise, (2) rethink, or (3) rip up the status
quo?

1Or, more exactly, White Heteropatriarchal Capitalism. Due to the tight connections
between race and class in American society, many robot design choices simultaneously
reinforce (or subvert) intersecting oppressions across race and class based lines.

Now that the motivations and procedures of Matrix Guided
Technology Power Analysis have been delineated, we are ready to
see how it can be applied to robot design.

4 CULTURAL POWER
Question 1: How does power typically manifest within this domain?

Within a social system with a White supremacist and patriarchal
power structure, power within the cultural domain may manifest
as the reinforcement of the stereotypes used to justify oppression.

Question 2: How might robots operate in accordance with these
typical power dynamics? As embodied and often language-capable
agents, robots can easily reinforce biases and stereotypes by depict-
ing robots that are racialized and gendered in particular ways which,
in the domains where those robots are used, fulfill the stereotypical
assumptions of what robots should look like, and the stereotypical
assumptions of the “right” people to work in those domains.

Question 3: How would such designs reinforce oppression? Here,
we can see two ways that robots’ adherence with stereotypical
assumptions might reinforce oppression.

First, robots that rely on social identity design cues (facets of ro-
bot design that lead people to racialize or gender them in particular
ways) to gain acceptance in a particular domain risk reinforcing
the stereotypes that explain that increase in acceptance [61] [and
see also 2, 82]. For example, robots with female or feminine mor-
phological cues in service roles may reinforce associations between
femininity and subservience [10, 40].

Second, robots that are designed for the male gaze may reinforce
stereotypes about both the people they depict, the people designing
robots, and the people for whom robots are designed. For example,
robots intended for non-service work that are designed in the image
of hegemonically empowered demographic groups (e.g., White or
Asian men, depending on cultural context) may reinforce the idea
that robotics is the domain of White and Asian men; and robots
designed to match the sexual or beauty standards of hegemonically
empowered demographic groups (e.g., robots designed to depict
“beautiful women” [76]) simultaneously reinforce the idea that ro-
botics is the domain of heterosexual men and the idea that women
are primarily objects of heterosexual male desire [cf. 1, 19, 91].

Question 4: Are robots designed in these oppression-reinforcing
ways? Are robots designed to rely on social identity design cues to
gain acceptance? Yes. Most humanoid robots are designed in the
image of hegemonically empowered racial groups: (either literally
depicting White individuals or rendered in white plastic) [106], and
virtually all language-capable robots are given White-cued voices
and speak in Standardized American English.

Similarly, as Perugia et al. [89] show, most current humanoid
robots are designed in ways that lead people to gender them, with
most robots gendered as masculine, with the exception of robots
designed for domains where surface features like hair and eyebrows
are necessary (typically socially-oriented service roles), in which
case robots are designed to be feminine. Robots designed to be
feminine in this way are often given features suggesting grooming
and clothing that align with patriarchal gender expectations, and in
some cases, are given prominent chests. In short, robots are typically
designed to align either with how their male robot designers would
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like to see themselves (White, masculine), except when robots are
intended for “feminine” domains, in which case they are designed
for their male designer’s gaze (as White and feminine).

While robots designed outside of Western laboratories are not
typically designed to beWhite, they nevertheless reflect these racial-
ized and gendered patterns within the local context. This can most
clearly seen in the work of Ishiguro, whose androids notably include
the Gemenoid [85] (a copy of himself), which is the clearest possible
example of a roboticist designing a robot in their own image, and
Erica (a robot made in the image of “30 beautiful women” to “appeal
to everyone”)[76], which may also be the clearest possible example
of a robot designed for the heterosexual male gaze.

Question 5: How have historical and social factors shaped the ways
we approach robot design within this domain? Here, what we are
specifically asking is: How have historical and social factors shaped
the ways that we design robots to look and sound in different
domains (and can this explain how our technologies are being
designed)?

As Evans [34] analyzes, one of the key unacknowledged cultural
touchstone in robotics is the “Steam Man” of 1868, in which (1)
engineers Zadoc Dederick and Isaac Grass responded to White
male concerns about the end of slavery by envisioning a steam-
powered Black slave designed in the image of Zip Coon (the second
most popular character in popular culture at the time), and (2) au-
thor Edward Ellis [33] turned Dederick and Grass’ engineering
patent into an enormously successful piece of popular literature
that birthed one of the first American science fiction movements[34,
p. 120]. This imagination of Black male slave proto-robots in both
engineering and science fiction led to the envisioning of White
feminine proto-robots in early European science fiction [26], where
the same template was used to respond to White male concerns
about the rise of women’s suffrage [21]. This in turn led to Karel
Čapek’s R.U.R [17], which infused these images of Black and Femi-
nine artificial persons with White European labor concerns to tell
a slave uprising story (using the Czech word for forced laborer,
robot, to label these mechanical slaves). Isaac Asimov responded [7]
to R.U.R. by refuting the narrative of slave uprising [3], instead
telling stories that sought to explore the optimal way that (artifi-
cial) slaves could be controlled by computational slave codes [58],
and naming the field that would develop those artificial slaves ro-
botics. These decisions then directly informed the first successful
robotics engineering efforts. The creators of the Unimate decided
to pursue the development of robotics as a way of turning their
love of Asimov’s stories into reality, and with their development of
their robots guided by Asimov’s “three laws” slave codes [38]. Sim-
ilarly, Norbert Wiener, the creator of Cybernetics, was an amateur
science fiction author who attempted to collaborate with Asimov,
and who urged the nascent robotics community to remember that
what they were developing was “the precise economic equivalent
of slave labor”[116, p. 152, as cited in Chude-Sokei 21, p. 163]. In
short, robots (in the way we think of them today) were originally
envisioned as mechanical slaves in both the technoscientific and
cultural robot imaginaries, and were designed to specifically meet
the needs and address the fears of White Men and points where
White male hegemonic power was threatened by the end of slavery,
the rise of women’s suffrage, and by the rise of labor movements.

Overall, then, we can see that not only can robots reinforceWhite
Patriarchal power (and other intersectional power hegemonies)
within the cultural domain, but moreover, that the state of the art
of robotics research inherits a legacy that is specifically primed
towards this outcome.

Question 6: How can we characterize the status quo of how robots
are being designed to engage with these power dynamics? Robots
are (due in part to origination of robots as an envisioned way of
helping White men maintain hegemonic power) being designed to
encode the stereotypes, biases, aesthetic and sexual preferences,
and assumptions about gender and racial roles, of their designers
(typically White men), thus benefiting those already hegemonically
empowered according to, and through, those stereotypes, biases,
preferences, and assumptions.

Question 7: What is the default outcome we would expect if robots
are continued to be designed in this way? If robot design continues
along its current path, robots will continue to serve as vehicles for
the reinforcement of the biases, stereotypes, and assumptions that
are used to justify White patriarchy.

Question 8: How might this default outcome be avoided through
approaches that (1) revise, (2) rethink, or (3) rip up the status quo?
First, roboticists might revise the status quo, by saying “We won’t
use White patriarchal stereotypes, biases, and assumptions to guide
robot design”. This might involve designing for a wider diversity
of robots [cf. 56, 92]. However, simply encouraging predominantly
White male design teams to design more robots of color seems like
a recipe for caricatured disaster, and an ironic return to the Steam
Man origins of the robotic imaginary. Similarly, there may well be
concerns about pink capitalism or rainbow capitalism depending
on the motivations for these diversification efforts [108]. So while
this approach may be a step in the right direction, it could merely
trade one problem for a slightly more inclusive version of that same
problem. Alternatively, revising the status quo could involve at-
tempting to “remove” race and gender from humanoid robot design.
However, there is substantial evidence that is wildly difficult to
design robots whose appearance, and especially their voice, are not
gendered or racialized in any way [98, 101]. While there has been
some recent success towards this goal through agendered robot
design approaches [108], it is yet unclear what it would mean to
develop a language-capable robot whose voice is “free” of racial
or ethnic cues. Finally, this could involve taking a cross-stereotypic
approach in which roboticists design humanlike robots in ways
that run counter to those White patriarchal expectations [cf. 42].
Winkle, for example, has demonstrated some success in design-
ing feminine robots that deviate from culturally specific politeness
norms [123, 126]. More generally, this approach could involve sim-
ply using more masculine robots in service positions, queering
robot design [66, 107], or otherwise mixing-and-matching different
design cues within a single robot body. More work needs to be
done to explore whether these approaches will be effective ways of
diverting robotics’ White male gaze in a genuine and sensitive way.

Second, roboticists might rethink the status quo by saying “if the
problem is with how robots are being designed to look and speak,
lets just not design robots that are humanoid or language-capable”.
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This might include using zoomorphic [25] or mechanomorphic de-
signs, or minimizing natural language capabilities. Perhaps your
vacuum cleaner doesn’t need to speak. However, while this ap-
proach might address the concerns listed in this section, it would
throw the proverbial baby out with the bath water. In some do-
mains, certain humanlike features might be critical to encourage
the right type of engagement, and natural language capabilities are
often critical to our entire endeavor, e.g., in robots for education.

Finally, roboticists might rip up the status quo by saying “Let’s
attack the root causes that explain how we have arrived at the
status quo”. If the reasons roboticists by default are reinforcing
White patriarchal stereotypes, biases, and assumptions is because
(1) this was their original envisioned purpose, (2) this motivating
purpose has shaped the motivations and values of robotics, (3) these
motivations and values have shaped the demographics of robot
design teams, and (3) today’s robot design teams develop robots
that fulfill a combination of (a) the historic motivations, values
and biases of robotics, and (b) their own personal motivations,
values, and design biases, then perhaps we should be working to
change the motivations and values of robotics and the demographic
composition of robot design teams.

Thismight include taking participatory design approaches [46] [cf.
4, 13, 69, 70, 86, 96, 122, 127] to design robots whose appearance and
purpose satisfies the needs and desires of historically excluded and
oppressed populations [see also 83, 84] (and to make political [29]
and ethical [79] dimensions of robot design clear in the process), the
use of design-justice oriented end-user programming approaches to
enable members of those communities to design or redesign robots
that better meet their own preferences and needs, as well as more
simply, a push for greater demographic diversity in both the design
teams and executive boards of our robotics companies.

5 DISCIPLINARY POWER
Next, lets consider the Disciplinary Domain, which focuses on the
way that power is managed through the enforcement of “common-
sense” rules and logics.

Question 1: How does power typically manifest within this domain?
Within a social system with a White supremacist and patriarchal
power structure, power within the disciplinary domain may mani-
fest as the enforcement of hegemonic norms, or as the enforcement
of hegemonic logics of race and gender categorization.

Question 2: How might robots operate in accordance with these
typical power dynamics? Here, we can see (at least) two possible
answers, leading to two different threads in our analysis. First,
robots may be designed to enforce (or even merely adhere to) White
patriarchal norms. Second, robots may be designed to categorize
individuals according toWhite patriarchal logics of race and gender.

Question 3: How would such designs reinforce oppression? Here,
we can again see (at least) two sets of possible answers. First, robots
designed to enforce White patriarchal norms may punish members
of communities whose norms differ from that White patriarchal
default; and robots designed to enforce (or adhere to) White patri-
archal norms may further center those norms while problematizing
and casting as deviant the behaviors of members of other groups.

Second, robots that categorize individuals according to White pa-
triarchal logics of race and gender may reinforce those logics.

Question 4: Are robots designed in these oppression-reinforcing
ways? Gender recognition is a widely used robot capability. The API
for the Pepper and Nao robots (arguably the most widely deployed
social robots of the past decade) provides functionality that attempts
to guess the gender of a robot’s interactant [88], and there is a
wide literature exploring how to use this capability, and exploring
new ways for robots to gender interactants (e.g., on the basis of
breast shape [90]). And while there has thankfully been little work
thus far on algorithmically racializing robots’ interactants (despite
hundreds of such efforts in the Computer Vision community [30]),
many roboticists have called for the personalization of robots to
interactant culture, race, and ethnicity [49] (see also [37, 71, 90, 97].
As such, most of today’s social roboticists are not engaging in
algorithmic social identity categorization, but the field is trending in
a direction where these methods may become increasingly common.

Question 5: How have historical and social factors shaped the ways
we approach robot design within this domain? Here, what we are
specifically asking is: How have historical and social factors shaped
the ways that we think about robot moral and social norms, and
the ways that robots perceive and categorize (and can this explain
how our technologies are being designed)?

First, lets consider robot enforcement (and adherence to) norms.
The most popular approach to machine morality (that is, enabling
robots to enforce and adhere to moral principles) is the use of hand-
specified deontic norms, that indicate which actions should be
considered to be obligated, forbidden, or permitted [74]. A natural
question to ask about this approach is “Whose norms are encoded
through this approach?” The answer to this question is, typically
“The norms of White (and Asian) men”, for at least two reasons.
First, robots are typically programmed to (implicitly or explicitly)
adhere to the norms of their creators; and because most robots’
creators are currently White (and Asian) men, robots are typically
designed to enforce and adhere to those specific norms. Second,
by considering the historical context of attempts to select a set of
universal deontic norms, we can see that this general enterprise is
fundamentally primed towards the reinforcement and enforcement
of White Patriarchal norms due to its grounding in Kantean Deon-
tology. Central to Immanuel Kant’s moral and political philosophies
are notions of universalizability: e.g., that we should avoid actions
that we collectively view as bad, and that we should treat all people
with respect. These may at first glance seem like admirable and ob-
vious objectives. But as Charles Mills points out, these views need
to be understood through the lens of Kant’s other work, especially
his work on early race science [62, 63], which led Charles Mills to
call Kant the “father of the modern concept of race”. As Mills writes
in Kant’s Untermenschen:

“When Kant talks about the importance of treating all per-
sons with respect ... he is not making race-neutral and
racially-inclusive pronouncements; he is really talking about
the White population (and if feminists are correct in their
parallel line of argument, only about the male half). If this
is true, it is obviously a radically different picture of the
Kant we all thought we knew and loved. The distinction
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between “Treat all persons with respect,” where “person”
is assumed to be racially inclusive, and “Treat only Whites
with respect” (at least here on Earth) is obviously not minor
and trivial at all. It would mean that we need to reconcep-
tualize his philosophy as distinguishing (White) persons
from (Non-White) sub-persons” [77].

As such, it is perhaps unsurprising that today’s dominant approaches
to machine morality tend to center White and Masculine moral
norms, since those are the exact norms that Kantean Deontology
was intended to elevate.

It might also be argued that Machine Morality’s focus on de-
signing rules that robots can follow to avoid causing harm inherits
from the work of Isaac Asimov and his famous Three Laws of Ro-
botics. Here again, this lineage primes roboticists to elevate White
Patriarchal norms. Asimov’s stories were famously written as an
alternative to Čapek’s narrative of race and class uprising, and as
such, Asimov’s laws have been read as a Slave Code: a vision of
a set of universal principles that could be encoded to ensure that
mechanical slaves would not revolt, but would instead act in the
interests of their White male masters.

Next, lets consider robot categorization of individuals according
to White patriarchal logics of race and gender. As Williams [119]
discusses, social robot APIs are increasingly categorizing people
according to their gender, and there is a rise of computer vision
systems outside robotics that attempt to categorize individuals ac-
cording to their race. A natural question to ask about this approach
is “Whose notions of race and gender, and whose logics of catego-
rization, are encoded through this approach?” The answer to this
question is, typically “The logics of (Straight) White (and Asian)
men”, for at least two reasons. First, as above, when robots and
other computer vision systems are programmed to sort those they
perceive into categories of race or gender, they typically do so ac-
cording to the categories that would be used by their programmers,
or by those who collected the training sets on which their program-
mers’ models are trained [99, 100]. Because most creators of robots
and computer vision datasets are currently (straight) White (and
Asian) men, robots are typically designed to enforce the logics of
race and gender held within those particular demographic groups.
Second, by considering the historical context of these technolo-
gies, we can see the way that the entire notion of technologies that
categorize individuals and make those categories visible.

By considering the historical context of technologies that assign
and make visible an individual’s race or gender, we can see that
this general enterprise is fundamentally primed towards the re-
inforcement and enforcement of White Patriarchal logics of race
and gender due to their inheritance from a longer history of bio-
metric surveillance technologies. In her book Dark Matters, Black
Studies scholar Simone Browne demonstrates how many modern
computing technologies fall within a long history of biometric
technologies used for racialized and gendered surveillance [15],
including slave brands, early non-computerized databases like the
“Book of Negroes”, lantern laws in early New York City, and the
use of racial categories on state-issued photo IDs. While Brown
observes that modern biometric technologies and slave branding
are clearly distinct technologies,

“When we think of [how peoples’ bodies are being] infor-
mationalized by way of biometric surveillance – sometimes
voluntarily and sometimes without consent or awareness
– and then stored in large-scale databases... we can find
histories of these accountings and inventories of the bod-
ies in slave registers, slave branding and the slave vessel
manifests.” [15]
Overall, then, we can see that not only can robots reinforceWhite

Patriarchal power within the disciplinary domain, but moreover,
the state of the art of robotics research inherits a legacy that is
specifically primed towards this outcome.

Question 6: How can we characterize the status quo of how robots
are being designed to engage with these power dynamics? Robots
are (due in part to the legacy of moral philosophies and biometric
surveillance technologies on which they build) being designed to
encode the moral and social norms of their designers (typically
White men) or those whose data they’re predominantly trained
on (again, White men); and designed to enforce logics of race and
gender that benefit those already hegemonically empowered (e.g.,
enforcing racial caste and patriarchal gender norms).

Question 7: What is the default outcome we would expect if robots
are continued to be designed in this way? If robot design continues
along its current path, robots will continue to reinforce the norms
and logics used to manage White patriarchy.

Question 8: How might this default outcome be avoided through ap-
proaches that (1) revise, (2) rethink, or (3) rip up the status quo? First,
roboticists might revise the status quo, by saying “we won’t use
those White patriarchal norms or categories”. This might involve
taking a cross-cultural approach in which roboticists endow robots
with conceptualizations of moral norms upheld within communi-
ties that are not already hegemonically empowered, or in which
they assign people to a broader and more inclusive set of identity
categories. While these approaches move in the right direction, they
ultimately suffer from the same problems, as they merely trade one
problem for a slightly more inclusive version of that same problem.

Second, roboticists might rethink the status quo, by saying “we
will let communities use their own processes for specifying norms,
and their own logics of categorization”. This might involve taking
a participatory approach in which roboticists work with oppressed
communities to design robots whose norms align with those of the
community (creating new opportunities for the creation of shared
norms), or to design robots whose methods of categorization bet-
ter align with the values of those communities [51] (e.g., Bennett
et al. [9]’s work with Blind users has shown the potential merits of
using self-provided (rather than algorithmically determined) cate-
gorizations). While these approaches begin to question dominant
processes and logics, they fail to acknowledge or question the so-
cial and historical context that explains why the default approach
within robotics reinforces oppressive power dynamics.

Finally, roboticists might rip up the status quo, by saying “Let’s
attack the root causes that explain howwe have arrived at the status
quo”. If the reasons why roboticists by default are reinforcingWhite
patriarchal logics is that the dominant approach to machine moral-
ity is grounded in a moral philosophy that is inextricably linked
to race science, perhaps we should do away with that approach.
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That is, perhaps we should be pursuing approaches to robot moral
reasoning that are grounded in alternative moral philosophies, such
as Confucian Role Ethics [72, 95] [cf. 114, 114, 115, 121, 129, 130];
or perhaps we need to identify new ways of ensuring safe imple-
mentation of our robotic systems that do not rely on explicit moral
reasoning [78]. Similarly, if robots’ use of categories of race and
gender perpetuates White patriarchal logics regardless of where
category judgments come from, perhaps we need to design robots
that can engage in natural and effective interactions without cate-
gorizing people. Finally, if all of these problems reflect roboticists’
tendency to imbue robots with their own norms and logics, perhaps
we should be demanding more diverse robot design teams, and
the adoption of Design Justice [23] driven approaches [cf. 87] that
emphasize end-user-programming as the site of robot design.

6 STRUCTURAL POWER
Question 1: How does power typically manifest within this domain?

Within a social system with a White supremacist and patriarchal
power structure, power within the structural domain may manifest
as the legitimization and facilitation of the institutions that are used
to structure oppression, such as the police.

Question 2: How might our technologies operate in accordance
with these typical power dynamics? Roboticists might operate in
accordance with these structural power dynamics by designing
robots in collaboration with, or intended for use by, institutions
used to structure oppression, such as the police.

Question 3: How would such designs reinforce oppression? Here,
we can see two ways that roboticists’ collaboration with or facil-
itation of police use of robots might reinforce oppression. First,
if roboticists build robots for use by police, this could exacerbate
and legitimize the use of police as an institution for surveilling,
controlling, and enacting violence toward people of color and the
poor, thus reinforcing the hegemonic power of high-socioeconomic
status White men. Second, any collaboration between roboticists
and police may serve to legitimize and normalize the use of police to
surveil, control, and enact violence toward people of color and the
poor, and the use of police as the appropriate means of addressing
other societal problems, as discussed by Williams and Haring [120].

Question 4: Are our technologies designed in these oppression-
reinforcing ways? By and large, most robots are not being designed
for use in policing domains, and few researchers are choosing to
actively collaborate with the police. However, three main concerns
may be raised surrounding the current practice of robotics. First,
while police-roboticist collaborations are still rare, the number of
such collaborations appears to be on the rise. Second, one of the
dominant general-purpose non-humanlike interactive robot tech-
nologies, Boston Dynamics’ Spot, appears to be primarily sold to
US police departments, meaning that roboticists working on that
general purpose platform may be indirectly facilitating police use
of robots. Third, one of the most promising forthcoming general-
purpose humanlike interactive robots, Amazon’s Astro, appears
to be currently marketed as a Ring camera device, which Amazon
has used to help expand police surveillance networks [32, 53]. This
similarly means that roboticists working on that general purpose
platform may also be indirectly facilitating police use of robots.

Question 5: How have historical and social factors shaped the ways
we approach robot design within this domain? Here, what we are
specifically asking is: How have historical and social factors shaped
the acquisition and use of robots by police?

Policing is a relatively recent phenomenon, with the first police
departments emerging in the 1800s to suppress labor unrest at the
end of the industrial revolution. In the US, the first police depart-
ments formed in the 1830s in the Northeast as a way of curbing
unrest amongst exploited working class immigrants [67] and exert-
ing control over religious minorities [41], while working with local
“petty criminals”, e.g. to help fence stolen goods [31]. Meanwhile,
police departments did not exist in other parts of the country, like
the the American South, until the 1860s, at which point the dissolu-
tion of the US Slave Economy forced southern states to “rebrand”
their previous system of law enforcement (Slave Patrols [48]) into
a network of formal police and vigilante terrorist groups [117].

Today, US police continue to surveil and control people of color
and other oppressed groups, although local governments are also
increasingly shifting other health and safety tasks toward the police:
a choice wherein societal problems are addressed using violence
rather than health, housing, or education. In service of this strat-
egy, US police have been increasingly militarized over the past 100
years. While formal separation of police and military activities was
instituted after the civil war during the reconstruction period (as
a means to ensure that US troops were unable to interfere in the
establishment of Jim Crow policies in the American South [110]),
this barrier has slowly been eroded, ironically, in order to provide
police with military equipment in order for them to more effectively
use violence to respond to social justice movements within Black
communities [8, 43], and to facilitate the criminalization and control
of Black and anti-war communities [5, 24, 27]. This militarization
increasingly includes the acquisition and use of robots, with hun-
dreds of robots transitioned from the military to police [39], and
thousands of robots acquired by the police from other sources, in-
cluding both commercial drones [18, 44] and custom-built policing
robots like Knightscope’s K5 and Boston Dynamic’s Spot.

Once police acquire robots, police use them for the same activi-
ties they have always pursued, and which they were designed to
pursue: violence and surveillance against disempowered communi-
ties. Specifically, police have used robots for surveillance [54, 105],
including surveillance of social justice movements, surveillance
of unhoused people [16, 36], and “those engaging in drug transac-
tions” [112] in regions where marijuana-related arrests and sen-
tencing can be between four [81] and forty-five [111] times higher
for Black Americans despite less frequent use of marijuana among
those same Black communities. Similarly, police are using robots for
more overt physical violence, with several instances over the past
decade of police robots being used to deploy bombs and chemical
munitions against people with mental disabilities [11, 94, 103], and
expressing a desire to use robots to wipe Black communities “off
the map” [112]. Moreover, police supervisors in some cities have ex-
plicitly voted to allow police to kill people using robots [12, 54, 105].
Across all these uses, robots stand to exacerbate police’s historic and
intended tendencies toward violence, through moral buffering [47]
and increasing the cognitive accessibility of violent options.

Overall, then, we can see that not only can robots reinforce
White Patriarchal power in the structural domain, but moreover,
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that the state of the art of robotics research inherits a legacy that is
specifically primed towards this outcome.

Question 6: How can we characterize the status quo of how robots
are being designed to engage with these power dynamics? Robots
are (due in part to the historical purpose and use of police) being
increasingly used to help police to enact violence and surveillance
against oppressed communities, and roboticists are increasingly
working to directly or indirectly support both these specific police
activities, as well as the general system of policing.

Question 7: What is the default outcome we would expect if robots
are continued to be designed in this way? If robot design continues
along its current path (with roboticists either collaborating with the
police or building robots for primary use by the police), roboticists
will continue to be complicit in policing as an institution for struc-
turing oppression and maintaining White male hegemonic power.
As a concrete example of this, if Amazon’s Astro robot is sold as
a Ring device (as currently advertised), the HRI community may
become complicit in the broadening of police surveilance networks
into people’s homes, given that Amazon collaborates with over 800
police departments through its Ring program [32, 35, 80], providing
police with a centralized portal through which to access the data
collected from Ring cameras, and coaching police on how to extract
consent to access camera footage from users [32, 52].

Moreover, beyond this immediate complicity, there is real con-
cern that students from historically oppressed groups may be dis-
suaded from joining the field of robotics once they learn of the
increasing link between robotics and policing, thus perpetuating
the current White masculinity of robotics and thus exacerbating all
of the previous problems discussed in this paper.

Question 8: How might this default outcome be avoided through
approaches that (1) revise, (2) rethink, or (3) rip up the status quo?
First, roboticists might revise the status quo, by saying “we won’t
design robots for use by the police, especially in areas where police
have a history of misusing robots”. This is the approach taken by
signatories of the #NoJusticeNoRobots campaign [118], who publicly
“refuse[d] to facilitate the execution or publication of research in
robotics or Artificial Intelligence (AI) that is performed in collabo-
ration with State and Local Law Enforcement agencies (or national
agencies such as ICE and CBP)”. While these types of petition ef-
forts may be a necessary first step, they are not sufficient to address
police misuse of general purpose robots.

Second, roboticists might thus rethink the status quo by saying
“if the problem is with how our robots are being used, lets just
design them so they cannot be misused in that way, or so that they
will primarily be used in ways that run counter to that misuse”.
This might include designing robots that are private by design [55],
never storing sensor data in ways that could later be accessed by the
police. Alternatively, this could include working with activists to
design robots for sousveillance [75], explicitly working to maintain
communities’ safety by allowing them to monitor and document
police activity. Drones have previously been used in this way to pro-
tect the safety of Occupy Wall Street protesters [132], make visible
the infrastructural violence committed against Palestinians in East
Jerusalem [64], and to expose the environmental devastation of the

Dakota Access pipeline project and the police violence wrought
against those protesting it at Standing Rock[132].

Finally, roboticists might rip up the status quo by saying “Let’s
attack the root causes that explain how we have arrived at the
status quo”. If the reasons why roboticists by default are reinforcing
White patriarchal power when police use our robots is because our
societies are designed to use race and class directed police violence
as its “solution” to health and safety concerns, then perhaps we
should be working to dismantle society’s reliance on police as the
solution to those problems. As Lisa Lowe writes in her analysis of
the work of Ruth Wilson Gilmore [45]:

“Abolition does not involve merely putting an end to pris-
ons: it must mean forging robust alternative solidarities and
social relations that do not yet exist. ... it is the presence
of social relations of care, mutuality, and interdependency
that make punishment and incarceration unnecessary. Abo-
lition is aimed at the elimination of the racial capitalist
social order that produces vast wealth accumulation for the
few and vulnerability for the many, and which violently
enforces and deepens those conditions. It is a program of
creation that requires a social imaginary that is bounded
neither by the nationalist terms of the current order nor by
the capitalist terms for envisioning the ‘global’.” [73]
As such, a truly abolitionist approach to robotics that seeks to

subvert White Patriarchal power hegemony within the structural
domain might include designing robots for use by alternative or-
ganizations and institutions, and seeking to shift our collective
resources away from the police, and towards those alternative or-
ganizations and institutions.

7 CONCLUSION
I have presentedMatrix-Guided Technology Power Analysis (MGTPA),
a framework for analyzing the different types of power that tech-
nologists wield across different domains of power, with sensitivity
to the social and historical forces that determine the default and
alternative trajectories of those technologies. Further, I have shown
how MGTPA can be used to better understand the specific types
of power that roboticists wield. Critically, MGTPA is not intended
to stand on its own, but rather is intended to supplement recent
Feminist approaches to power analysis [125], proposals for close
analysis of interpersonal power [57], and higher level frameworks
like the Instruments of Power used to reason about Diplomatic, Infor-
mational, Military, and Economic power at the national level [128].
Yet as I have shown, the level of analysis afforded by the Matrix of
Domination is acutely illuminating for the field of HRI, as it clearly
demonstrates that roboticists cannot simply choose to ignore their
power as conceptualized beyond persuasion, as “robotics as usual”
will inevitably lead to the reinforcement of White Patriarchy. Be-
cause of the power roboticists wield to reinforce or subvert White
Patriarchy, and because the default effect of robots is to reinforce
White Patriarchy, roboticists have a clear responsibility to take
concrete actions that will work to subvert White Patriarchy across
the different domains of the Matrix of Domination.
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