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ABSTRACT
Robotic assistance has been demonstrated as an effective way to
provide in-person assistance, while when human users need remote
assistance, Augmented Reality Task Guidance (ARTG) has been
shown to be intuitive and efficient. This study explores the exten-
sion of robotic assistance in scenarios where the human and robot
are no longer co-located, specifically, we investigate the design pos-
sibilities and challenges of integrating robot assistants into ARTG
systems. Our design process was inspired by Re-embodiment based
and Telepresence-based identity designs, where our design goal is
clear communication and understanding between users and their
robot helpers in AR environments.

1 INTRODUCTION
Robots have the potential to help human interactants with a variety
of fundamentally different tasks, such as helping teachers to give
lessons in classrooms [3], guiding passengers in busy airports [25],
and teaching cardiac patients to perform breathing exercises [12].
Across this previous work, human users and their robot assistants
have been co-located in the same physical space, meaning they can
see and hear each other. However, there aremany use cases in which
robots may need to assist users when they are no longer co-located,
e.g., to answer questions, or to step in to re-walk a user through a
technical problem. There is extensive literature on the ways these
types of remote requests for assistance from non-robotic team-
mates (including human teammates or nonembodied AI systems)
could be enabled using Augmented and Mixed Reality technologies,
in the form of Augmented Reality Task Guidance (ARTG), where
human- or machine-selected visual cues are overlayed over a user’s
field of view using an Augmented Reality Head-Mounted Display
(AR-HMD) to help the user resolve the problems they face.

We argue that ARTG can expand to include robot teammates
as well; When a physical robot is near the human user, the robot
can provide in-person assistance; and when the robot is no longer
co-located with the user, remote robot assistance can be facilitated
through AR. This extends the robot’s ability to help and allows
knowledge (and rapport) from previous in-person human-robot in-
teractions to be naturally referenced and leveraged during remote
assistance. We term this approach Augmented Reality facilitated
Robotic Guidance (ARRoG). However, ARRoG is not as simple as
integrating an ARTG systemwith an existing robotic system. Specif-
ically, we argue that continuing previous in-person interactions
through AR requires clear communication of who the user is in-
teracting with. Different AR design strategies may have nuanced
impacts on users’ understanding of what is real and who is real in
their Mixed Reality environment [21]. Similarly, different ways of
depicting a virtual avatar for a physical robot may lead to different

understandings of who a user is interacting with and what they
should expect from them. Thus, in this work, we present the process
and outcome of a design workshop that explored this tension by
considering two candidate designs inspired by existing interaction
patterns in the HRI literature: a re-embodiment design in which a
sense of agent migration between physicality and virtuality is con-
veyed, and a telepresence design in which a sense of communication
with a remote agent through virtuality is conveyed.

2 AUGMENTED REALITY TASK GUIDANCE
AND ROBOTIC GUIDANCE

Robots can offer task-related assistance from providing training
and information to assisting, monitoring, and guiding task execu-
tion [26]. For example, robots have been used to assist upper-limb
training for post-stroke patients with positive outcomes [11, 17, 28],
have acted as museum guides by providing directions for visi-
tors [14], and collaborative robots work alongside people [13, 29],
executing tasks based on operator instructions [24], and learning
skills from human demonstration to perform repetitive tasks [15].

While these approaches are typically designed for co-located
users and robots, remote robot assistance may needed in many
contexts. For example, in search and rescue tasks, the physical
distances between rescuers may make it impractical for physical
robots to accompany them at all times. In manufacturing, robots
may be stationary and incapable of moving to a user in need of help.
Additionally, there might simply not be enough robots to follow
each human user whomight need assistance. Across these scenarios,
users may need assistance from remote robots. For instance, Lytridis
et al. [19] presented a remote robot-assisted therapy tool that was
able to effectively help children with Autism Spectrum Disorder
during the COVID-19 pandemic [19], similarly, robot-assisted video-
based interventions were able to promote observational learning for
children with ASD [27]. Meanwhile, AR has been explored in the
domain of navigation and guidance with promising outcomes [31].
Gerstweiler et al. [10] presented an AR indoor navigation system
for novice users, while Debandi et al. [7] developed interactive MR
navigation to improve user experience, adding informative visual
elements such as the history of the location. In addition to providing
navigation, AR has also been explored to assist and improve training
and learning [5, 22] The user scenario we envision (ARRoG) might
be able to reap the benefit of both ARTG and Robotics guidance and
build on prior work that exists separately in each domain. However,
ARRoG by definition requires us to carefully consider the design
configuration between the physical and virtual agent.
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3 DESIGNED-IDENTITY CANDIDATES:
RE-EMBODIMENT AND TELEPRESENCE

Re-embodiment and Telepresence are two fundamentally different
models of human-robot interaction that differ in how identity is con-
ceptualized, managed, and depicted. While humans typically have
a single personality or identity, robots and conversational agents
can flexibly change the identities they perform within and between
interactions. Researchers have explored co-embodiment (robotic
agents simultaneously occupying the same robot body) [18], and
re-embodiment (robots’ identities migrating between bodies). Partic-
ipants react positively to agents re-embodying and appearing across
different settings [18], and perceive agents that uses re-embodiment
to take different forms in different settings as beneficial [23].

Re-embodiment is a key tool for robot designers to shape users’
mental models of robotic systems [30], even when “performative”
(i.e., not necessarily accurate representation of the software), as
multi-robot groups that “appear” to have one robot identity mi-
grate between bodies encourage users tomaintain amore consistent
and manageable set of agent mental models. Various design cues
can be used to convey these different robot identity performance
strategies [1, 2], and the choice of these design cues can be highly
consequential, as consistent design cues can effectively be used
to maintain one identity across different embodiments [20]. Ac-
cordingly, we argue that performative re-embodiment in ARRoG
needs to be carefully designed, and the intended metaphor needs
to be precisely conveyed to users, to encourage users to view their
interactions with robots’ virtual avatars as continuing previous
physical interactions.

On the other hand, performative re-embodiment could be con-
strued as intentionally deceptive, and may mislead users as to the
actual capabilities of the “re-embodied” agent within the local con-
text [4]. Moreover, performative re-embodiment might encourage
users to dissociate robots’ bodies from their identities (which may
or may not be something that designers wish to encourage) [30].
One alternative to re-embodiment that might not involve such
deception is the metaphor of telepresence. While re-embodiment
envisions an agent migrating into a new body, telepresence envi-
sions an agent staying where they are, but using another body or
system as an appendage they can use to remotely perceive and act.
Most prior work in telepresence has sought to allow human users
to achieve telepresence through a robot platform [8] (e.g., in con-
texts like tele-surgery [6] or tele-education [9, 16]). But we believe
that telepresence may also serve as a useful metaphor for remote
human-robot interactions in which the robot is depicted as merely
viewing the human’s local context through their AR-HMD. It is
possible that this metaphor could be easier for users to grapple with
and buy into, and less likely to result in false capability attributions.
We then conduct a design workshop to identify:What design cues
can be used to best convey the metaphors of re-embodiment
and telepresence in ARRoG?

4 DESIGNWORKSHOP
4.1 Interaction Analysis
Our design workshop aimed to explore the space of possible design
cues that could be used during ARRoG interactions, and to identify

which of those design cues might most effectively be used to convey
the metaphors of re-embodiment and telepresence, and invoke these
metaphors’ associated mental models of the ARRoG interaction.

To structure this workshop, we began by analyzing the necessary
Phases of an ARRoG interaction, in which different design cues
might be needed to maintain the intended interaction metaphor.
Our analysis identified four key phases of ARRoG interactions:
• Phase One: Requesting a Connection, in which the user initiates

a connection between the remote robot and their AR-HMD to
request remote assistance)

• Phase Two: Attempting a Connection, during which it is shown
that the requested connection is being established.

• Phase Three: Establishing a Connection, in which it is demon-
strated to the user that a connection has been established.

• Phase Four: Demonstrating the Connection, during which the
virtual avatar for the remote robot interacts with the user to
actually provide assistance.

4.2 Scenario Design
To help workshop participants understand the nature of ARRoG in-
teraction, we grounded our design workshop in a concrete scenario
designed to demonstrate a context in which an ARRoG interaction
might be necessary and beneficial:

Scenario: Company X makes parts for HVAC systems. The site has
a team of specialized robots that work alongside employees, providing
training and helping with production. The robots have knowledge
about the manufacturing process and the steps involved. However,
they are pretty hefty robots and usually don’t leave their stations. R
is a new employee at Company X. R just finished training with Robot
X-01, and is now in her designated work area, which is in a separate
area from the site where the robots are. R realizes she forgot about
how to perform step 3, something she just went over with Robot X-01.
She decided to call the robot with her Mixed Reality headset to get
some help.

A visual depiction of this scenario is shown in Fig. 1.

Figure 1: Visual depiction of our envisioned use case. This vi-
sual was shown to participants during our design workshop.

4.3 Workshop Procedure
Four participants concurrently took part in our design workshop,
with a researcher acting as moderator and notetaker. The workshop
lasted 2.5 hours. Participants were first introduced to the concept of
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ARRoG interactions and presented with interaction scenario. The
visual used is shown in Fig. 1. Then, participants were introduced to
the four identified interaction Phases and their overall task for the
workshop. The four Phases and the Scenario text and graphic were
displayed on an LCD screen during the workshop, and participants
were given post-it notes on which they could write down their
thoughts.

After making sure that participants understood the scenario and
were ready to begin, we asked participants to use mind-mapping to
brainstorm possible design cues for each Phase and to think about
what different design choices might imply about the virtual robot’s
status. To further guide participants, we asked them to keep in
mind the scenario they were introduced to earlier and to center
that scenario in their ideas or comments. Workshop participants
were asked to use the provided post-its to write down proposed
design cues, and their thoughts about each potential design cue. As
the workshop unfolded, a skeleton mind-map containing a single
example cues for each of the four main phases was displayed on
the LCD screen, and participants were made free to place post-its
directly onto the screen to materially augment the virtual mind
map. A photo taken during this process is shown in Fig. 2.

Figure 2: Photograph of part of design workshop brainstorm-
ing process

After completing this group ideation process, participants were
presented with a list of all design cues ideated during the workshop,
along with comments participants had made about each design
cue during the workshop. Participants were then asked to fill out a
questionnaire to indicate their general perception of each ideated
design cue. This included questions such as:
"Does this suggest that there are multiple robots that can connect
to this headset?"
"Does this suggest there’s only one robot that can connect to this
headset?"
"Does this suggest the physical robot will migrate to the headset?"
"Does this suggest the physical robot will not migrate but instead
will talk through the headset?"

4.4 Workshop Results
Participants generated 24 total design cues. After removing four
infeasible cues, 20 cues remained, which (unintentionally) were
evenly distributed across the four Phases, for a result of five cues
per Phase.

Next, the results of the post-workshop survey were used to
choose cues from each phase that were most likely to be well-
aligned with Re-embodiment or Telepresence. For example, the
question “Does this suggest that the robot will migrate to the head-
set?" allowed us to identify design cues that might most effectively
convey the metaphor of re-embodiment. Similarly, the question
“Does this suggest ... talk through the headset" allowed us to iden-
tify design cues that might most effectively convey the metaphor
of telepresence. In the vast majority of cases we were able to use
these two questions alone to straightforwardly select design cues
in each phase, using additional questions to break ties in only two
cases. This thus produced a final set of design cues, with one cue
selected for each of the four phases, for each of the two designs.

4.4.1 Selected Cues: Telepresence.

Phase One: Contact List. A “contacts list" visual shows possible
robots that the headset could connect to, similar to a mobile
phone contact list. Users can then select from this list to request
a connection.

Phase Two: Calling Visual. A phone-call-like connection visual
is shown while attempting a connection.

Phase Three: Chime Sound. A chime sound plays after estab-
lishing a connection.

Phase Four: Non-robot embodiment. The connection is demon-
strated through interaction with a virtual (non-robotic) agent,
such as a Siri-like orb.

4.4.2 Selected Cues: Re-embodiment.

Phase One: Contact Button. The user is simply presented with
a “contact” button that allows them to immediately request a
connection with the most recently interacted robot teammate.

Phase Two: Transfer Visual. Avisual conveyingmovement, such
as a glowing light moving across the screen, is shown while at-
tempting a connection to convey that the physical robot is on
their way.

Phase Three: “Hello, I’m Here”. After establishing a connection,
the robot teammate’s voice is used to say “Hello, I’m here.”

Phase Four: Full-size virtual robot. The connection is demon-
strated through interaction with visualization of robot teammate
that resembles the physical form, shown in the user’s upper
visual field.

5 CONCLUSION AND FUTUREWORK
In this paper, we defined a novel interaction pattern, Augmented
Reality Robot Guidance (ARRoG). We presented the results of a
design workshop to explore the ways that two key HRI design pat-
terns (re-embodiment and telepresence) could be used as metaphors
to inform the design of ARRoG interactions. Future research can
build on our results and interrogate the impacts of different design
metaphors in actual AR environment. Furthermore, future work
could explore an even wider space of ARRoG interaction designs
(e.g., leveraging metaphors like co-embodiment and teleoperation).
About Authors:
Yifei Zhu is a PhD student at Colorado School of Mines.
Dr. Tom Williams is an Associate Professor of Computer Science at
Colorado School of Mines.
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